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MEMS Vibration Monitoring: From 
Acceleration to Velocity
By Mark Looney

Share on

	

a(t) = APK × sin(ωv × t)

Arms =
APK

√2
fv =

ωv
2� 	

(1)

In most CBM applications, the vibration on a machine platform is often 
going to have more complex spectral signature than the model in Equation 1, 
but this model provides a nice starting point in the discovery process, as it 
identifies two common vibration attributes that CBM systems often track: 
magnitude and frequency. This approach is also useful in translating key  
behaviors into terms of linear velocity as well (more on that later). Figure 2 
provides a spectral view of two different types of vibration profiles. The first 
profile (see the blue lines in Figure 2) has a constant magnitude across 
its frequency range, which is between f1 and f6. The second profile (see 
the green lines in Figure 2) has peaks in its magnitude at four different 
frequencies: f2, f3, f4, and f5.
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Figure 2. CM vibration profile examples.

System Requirements
Measurement range, frequency range (bandwidth), and resolution are three 
common attributes that often quantify the capability of a vibration sensing 
node. The red dashed lines in Figure 2 illustrate these attributes through a 
rectangular box that is bound by the minimum frequency (fMIN), maximum 
frequency (fMAX), minimum magnitude (AMIN), and maximum magnitude 
(AMAX). When considering a MEMS accelerometer for the role of the core 
sensor in a vibration sensing node, system architects will likely want to 
analyze its frequency response, measurement range, and noise behaviors 
fairly early in their design cycle. There are simple techniques for evaluating 
each of these accelerometer behaviors to predict the accelerometer’s 
suitability for a given set of requirements. Obviously, system architects will 
eventually need to validate these estimates through actual validation and 
qualification, but even those efforts will value the expectation that comes 
from early analysis and predication of the accelerometer’s capabilities.

Introduction
MEMS accelerometers have finally reached a point where they are able to 
measure vibration on a broad set of machine platforms. Recent advances in 
their capability, along with the many advantages that MEMS accelerometers 
already had over more traditional vibration sensors (size, weight, cost, 
shock immunity, ease of use), are motivating the use of MEMS accelerom-
eters in an emerging class of condition-based monitoring (CBM) systems. 
As a result, many CBM system architects, developers, and even their 
customers are giving consideration to these types of sensors for the first 
time. Quite often, they are faced with the problem of quickly learning how 
to evaluate the capability of MEMS accelerometers to measure the most 
important vibration attributes on their machine platforms. This might seem 
difficult at first, as MEMS accelerometer data sheets often express the 
most important performance attributes in terms that these developers may 
not be familiar with. For example, many are familiar with quantifying vibra-
tion in terms of linear velocity (mm/s), while most MEMS accelerometer 
data sheets express their performance metrics in terms of gravity-refer-
enced acceleration (g). Fortunately, there are some simple techniques for 
making this translation from acceleration to velocity and for estimating the 
influence that key accelerometer behaviors (frequency response, mea-
surement range, noise density) will have on important system-level criteria 
(bandwidth, flatness, peak vibration, resolution).

Basic Vibration Attributes
This process starts with a review of linear vibration from an inertial motion 
point of view. Within this context, vibration is a mechanical oscillation that 
has zero mean displacement. For those who don’t want their machines 
to be moving across the factory floor, zero mean displacement is pretty 
important! The value of the core sensor in a vibration sensing node will be 
directly related to how well it can represent the most important attributes 
of a machine’s vibration. In order to start assessing the capability of a 
specific MEMS accelerometer in this capacity, it’s important to start with 
a basic understanding of vibration from an inertial motion point of view. 
Figure 1 provides a physical illustration of a vibration motion profile, where 
the gray box represents the middle point, the blue image represents the 
peak displacement in one direction, and the red image represents the peak 
displacement in the other direction. Equation 1 provides a mathematical 
model that describes the instantaneous acceleration of the rectangular 
object when it is vibrating at one frequency (fV), at a magnitude of Arms.

Direction of
Linear Vibration

DPK

DPK

Figure 1. Simple linear vibration motion.

https://twitter.com/intent/tweet?text=MEMS%20Vibration%20Monitoring:%20From%20Acceleration%20to%20Velocity%20%7C%20Analog%20Devices&url=http%3A%2F%2Fwww.analog.com%2Fen%2Fanalog-dialogue%2Farticles%2Fmems-vibration-monitoring-acceleration-to-velocity.html%23.WTV7xDTSlFQ.twitter&related=
https://www.facebook.com/dialog/share?app_id=140586622674265&display=popup&href=http%3A%2F%2Fwww.analog.com%2Fen%2Fanalog-dialogue%2Farticles%2Fmems-vibration-monitoring-acceleration-to-velocity.html%23.WTV7lMlX0AY.facebook&picture=&title=MEMS+Vibration+Monitoring%3A+From+Acceleration+to+Velocity+%7C+Analog+Devices&description=&redirect_uri=http%3A%2F%2Fs7.addthis.com%2Fstatic%2Fthankyou.html
https://www.linkedin.com/shareArticle?mini=true&url=http%3A%2F%2Fwww.analog.com%2Fen%2Fanalog-dialogue%2Farticles%2Fmems-vibration-monitoring-acceleration-to-velocity.html%23.WTV75-ME6DA.linkedin&title=MEMS+Vibration+Monitoring%3A+From+Acceleration+to+Velocity+%7C+Analog+Devices&ro=false&summary=&source=


 Analog Dialogue Volume 51 Number 36

Frequency Response
Equation 2 presents a simple, first-order model that describes a MEMS 
accelerometer’s response (y) to linear acceleration (a) in the time domain. 
In this relationship, the bias (b) represents the value of the sensor’s 
output when it is experiencing zero linear vibration (or any type of linear 
acceleration). The scale factor (KA) represents the amount of change in the 
MEMS accelerometer’s response (y), with respect to the change in linear 
acceleration (a). 

	
y(t) = KA × a(t) + b

	 (2)

The frequency response of a sensor describes the value of the scale factor 
(KA), with respect to frequency. In a MEMS accelerometer, the frequency 
response has two primary contributors: (1) response of its mechanical 
structure and (2) the response of the filtering in its signal chain. Equation 3 
presents a generic, second-order model that presents an approximation for 
the mechanical portion of a MEMS accelerometer’s response to frequency. 
In this model, fO represents the resonant frequency and Q represents the 
quality factor.

	

HM(s) =
s2 + × s + 

fO = 2�

ω2
O

ω2
O

ω2
O

ωO
Q

	

(3)

The contribution from the signal chain will often depend on the filtering 
that the application requires. Some MEMS accelerometers use a single-
pole, low-pass filter to help lower the gain of the response at the resonant 
frequency. Equation 4 offers a generic model for the frequency response 
associated with this type of filter (HSC). In this type of filter model, the cutoff 
frequency (fC) represents the frequency at which the magnitude of the 
output signal is lower than its input signal by a factor of √2.

	

HSC(s) = s + 
    = 2�fC

ωC
ωC

ωC

	

(4)

Equation 5 combines the contributions of the mechanical structure (HM) 
and the signal chain (HSC).

	

HT (s) = HM (s) × HSC (s) 

HT (s) = 
s2 + 

s + 
× s + 

×
ω2

O

ω2
O

ωO

ωC
ωC

Q
	

(5)

Figure 3 provides a direct application of this model to predict the frequency 
response of the ADXL356 (x-axis). This model assumes a nominal resonant 
frequency of 5500 Hz, a Q of 17, and the use of a single-pole, low-pass 
filter that has a cutoff frequency of 1500 Hz. Note that Equation 5 and 
Figure 4 only describe the sensor’s response. This model does not include 
consideration of the manner in which the accelerometer is coupled to the 
platform that it is monitoring.
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Figure 3. ADXL356 frequency response.

Bandwidth vs. Flatness
In signal chains that leverage a single-pole, low-pass filter (like the one 
in Equation 4) to establish their frequency response, their bandwidth 
specification often identifies the frequency at which its output signal 
is delivering 50% of the power of the input signal. In more complex 
responses, such as the third-order model from Equation 5 and Figure 3, 
bandwidth specifications will often come with a corresponding specification 
for the flatness attribute. The flatness attribute describes the change in the 
scale factor over the frequency range (bandwidth). Using the ADXL356’s 
simulation from Figure 3 and Equation 5, the flatness at 1000 Hz is 
approximately 17% and at 2000 Hz, the flatness is ~40%.  

While many applications will need to limit the bandwidth that they can 
use due to their flatness (accuracy) requirements, there are cases where 
this may not be as concerning. For example, some applications may be 
more focused on tracking relative changes over time, rather than absolute 
accuracy. Another example could come from those who will leverage digital 
postprocessing techniques to remove the ripple over the frequency ranges 
that they are most interested in. In these cases, the repeatability and 
stability of the response is often more important than the flatness of the 
response over a given frequency range.

Measurement Range
The measurement range metric for a MEMS accelerometer represents 
the maximum linear acceleration that the sensor can track in its output 
signal. At some linear acceleration level that is beyond the measurement 
range rating, the output signal of the sensor will saturate. When this 
happens it introduces significant distortion and makes it very difficult (if 
not impossible) to extract useful information from the measurements. 
Therefore, it is important to make sure that a MEMS accelerometer will 
support the peak acceleration levels (see AMAX in Figure 2). 

Note that the measurement range will have a dependence on frequency 
since the mechanical response of the sensor introduces some gain to the 
response, with the peak of the gain response happening at the resonant 
frequency. In the case of the simulated response for the ADXL356 (see  
Figure 3), the gain peaks at approximately 4×, which reduces the measure-
ment range from ±40 g to ±10 g. Equation 6 offers an analytical approach to 
predicting this same number, using Equation 5 as a starting point:



 Analog Dialogue Volume 51 Number 3 7

	

AMAX (5500 Hz) =
AMAX (0 Hz)

HA (5500 Hz)

AMAX (5500 Hz) =
±40 g

4
AMAX (5500 Hz) = ±10 g

	 (6)

The large change in scale factor and reduction in measurement range are 
two reasons why most CBM systems will want to confine the maximum 
frequency of their vibration exposure to levels that are well below the 
resonant frequency of the sensor.

Resolution
“The resolution of an instrument may be defined as the smallest change 
in the environment that causes a detectable change in the indication of 
the instrument.”1 In a vibration sensing node, noise in the acceleration 
measurement will have a direct influence on its ability to detect changes 
in vibration (aka resolution). Therefore, noise behaviors are an important 
consideration for those who are considering a MEMS accelerometer to  
detect small changes in the vibration on their machine platforms. 
Equation 7 provides a simple relationship for quantifying the impact that 
a MEMS accelerometer’s noise will have on its ability to resolve small 
change in vibration. In this model, the sensor’s output signal (yM) is equal  
to the sum of its noise (aN) and the vibration that it is experiencing (aV). 
Since there will be no correlation between the noise (aN) and the vibration 
(aV), the magnitude of the sensor’s output signal (|yM|) will be equal to the 
root sum square (RSS) combination of the noise magnitude (|aN|) and the 
vibration’s magnitude (|aV|).

	

yM(t) = aN(t) + aV(t)

|yM | = √|aV |2 + |aN|2
	

(7)

So, what level of vibration is required to overcome the noise burden in the 
measurement and create an observable response in the sensor’s output 
signal? Quantifying the vibration level in terms of the noise level can help 
explore this question in an analytical manner. Equation 8 establishes this 
relationship through ratio (KVN) and then derives a relationship to predict 
the level of change in the sensor’s output, in terms of that ratio:

	

|aV | = KVN × |aN|

|yM | = √(KVN × |aN|)2 + |aN|2

|yM | = √(K2   + 1)× |aN|VN

VN
|yM | 
|aN| = √(K2   + 1)

	

(8)

Table 1 provides some numerical examples of this relationship to help 
illustrate the increase in the sensor’s output measurement, with respect 
to the ratio (KVN) of the vibration and noise magnitudes. For simplicity, the 
remainder of this discussion will assume that the total noise in the sensor’s 
measurement will establish its resolution. From Table 1, this relates to the 
case where KVN is equal to one, which is when the vibration magnitude is 
equal to the noise magnitude. When that happens, the magnitude in the 
sensor’s output will increase by 42% over its output magnitude when there 
is zero vibration. Note that each application may need to consider what 
level of increase will be observable in their system in order to establish a 
relevant definition for resolution in that situation.

Table 1. Sensors Response to Vibration/Noise

KVN lyMl/laNl Increase %

0 1 0

0.25 10.3 3

0.5 1.12 12

1 1.41 41

2 2.23 123

Predicting Sensor Noise
Figure 4 presents a simplified signal chain of a vibration sensing node that 
will use a MEMS accelerometer. In most cases, the low-pass filter provides 
some support for antialiasing, while the digital processing will provide 
more defined boundaries in the frequency response. In general, these dig-
ital filters will seek to preserve the signal content that represents the real 
vibration, while minimizing the influence of out of band noise. Therefore, 
the digital processing will often be the most influential part of the system to 
consider when estimating the noise bandwidth. This type of processing can 
come in the form of time-domain techniques, such as a band-pass filter or 
through spectral techniques, such as the fast Fourier transform (FFT). 

MEMS
Accelerometer Transceiver

Low-
Pass
Filter

Digital
Signal

Processing
ADC

ADXL357

Figure 4. Signal chain of a vibration sensing node.

Equation 9 provides a simple relationship for estimating the total noise in a 
MEMS accelerometer’s measurement (ANOISE), using its noise density (φND) 
and the noise bandwidth (fNBW) associated with the signal chain.

	
ANOISE = φND × √fNBW

	
(9)

Using the relationship in Equation 9, we can estimate that when using a 
filter that has a noise bandwidth of 100 Hz on the ADXL357 (noise density 
= 80 μg/√Hz), total noise will be 0.8 mg (rms).

Vibration in Terms of Velocity
Some CBM applications need to evaluate core accelerometer behaviors 
(range, bandwidth, noise) in terms of linear velocity. One method for 
making this translation starts with the simple model from Figure 1 and the 
same assumptions that produced the model in Equation 1: linear motion, 
single frequency, and zero mean displacement. Equation 10 expresses this 
model through a mathematical relationship for the instantaneous velocity 
(vV) of the object in Figure 1. The magnitude of this velocity, expressed in 
terms of root mean square (rms), is equal to the peak velocity, divided by 
the square root of 2.

	

vV (t) = Vpk × sin(2�fVt) 

Vrms =
Vpk

√2
	

(10)
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Equation 11 takes the derivative of this relationship to produce a relation-
ship for the instantaneous acceleration of the object in Figure 1:

	

aV (t) = d
vV (t)

dt

aV (t) = d

aV (t) = 2 × � × fV × Vpk × cos(2 × � × fV × t)

Vpk × sin(2 × � × fV × t)
dt

	

(11)

Starting with the peak value of the acceleration model from Equation 11, 
Equation 12 derives a new formula that relates the acceleration magnitude 
(Arms) to the velocity magnitude (Vrms) and vibration frequency (fV).

	

Arms = 

Arms= 2 × � × fV × Vrms

APK = 2 × � × fV × Vpk

2 × � × fV × Vpk

√2

	

(12)

Case Study
Let’s bring this all together with a case study of the ADXL357, which 
expresses its range (peak) and resolution for a vibration frequency range 
of 1 Hz to 1000 Hz, in terms of linear velocity. Figure 5 provides graphical 
definition of several attributes that will contribute to this case study, start-
ing with a plot of the ADXL357’s noise density over the frequency range 
of 1 Hz to 1000 Hz. For the sake of simplicity in this discussion, all of 
the computations in this particular case study will assume that the noise 
density is constant (φND = 80 μg/√Hz) over the entire frequency range. The 
red spectral plot in Figure 5 represents the spectral response of a band-
pass filter and the green vertical line represents the spectral response of a 
single frequency (fV) vibration, which is useful in developing velocity-based 
estimates of resolution and range. 
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Figure 5. Case study noise density and filtering.

The first step in this process uses Equation 9 to estimate the noise (ANOISE) 
that comes from four different noise bandwidths (fNBW): 1 Hz, 10 Hz,  
100 Hz, and 1000 Hz. Table 2 presents these results in terms of two 
different units of measure for linear acceleration: g and mm/s2. The use of  
g is fairly common in most MEMS accelerometer specifications tables, 
while vibration metrics are not often available in these terms. Fortunately, 
the relationship between g and mm/s2 is fairly well known and is available  
in Equation 13.

	
1 g = 9.81 s2

m

	
(13)

Table 2. Sensors Response to Vibration/Noise

fnbw(Hz)
ANOISE

(mg) (mm/s2)

1 0.08 0.78

10 0.25 2.48

100 0.80 7.84

1000 2.5 24.8

The next step in this case study rearranges the relationship in Equation 12 
to derive a simple formula (see Equation 14) for translating the total noise 
estimates (from Table 2) into terms of linear velocity (VRES, VPEAK). In addition 
to offering the general form of this relationship, Equation 14 also offers one 
specific example, using the noise bandwidth of 10 Hz (and the acceleration 
noise of 2.48 mm/s2, from Table 2). The four dashed lines in Figure 6 
represent the velocity resolution for all four noise bandwidths, with respect 
to the vibration frequency (fV). 

	

VRES(fNBW) = 
ANOISE(fNBW)

2 × � × fV

VRES(10 Hz) = 
ANOISE(10 Hz)

2 × � × fV

VRES(10 Hz) = 
2.48 mm

s2

2 × � × fV 	

(14)
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Figure 6. Peak and resolution vs. vibration frequency.

In addition to presenting the resolution for each bandwidth, Figure 6 also 
provides a solid blue line that represents the peak vibration levels (linear 
velocity) with respect to frequency. This comes from the relationship in 
Equation 15, which starts with the same general form as Equation 14, but 
instead of using the noise in the numerator it uses maximum acceleration 
that the ADXL357 can support. Note that the √2 factor in the numerator 
scales this maximum acceleration to reflect the rms level, assuming a 
single-frequency vibration model.

	

VRANGE = 
ARANGE

2 × � × fV

VRANGE = ××
±40 g1

2 × � × fV

9810 mm
s2

1 g√2
	

(15)
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Finally, the red box represents how to apply this information to system-level 
requirements. The minimum (0.28 mm/s) and maximum (45 mm/s) velocity 
levels from this red box come from some of the classification levels in a 
common industry standard for machine vibration: ISO-10816-1. Overlaying 
the requirements on the range and resolution plots for the ADXL357 provides 
a quick method for making simple observations, such as:

XX The worst case for the measurement range is at the highest frequency, 
where the ±40 g range of the ADXL357 appears capable of mea-
suring a very large portion of the vibration profiles associated with 
ISO-10816-1.

XX When processing the ADXL357’s output signal with a filter that has a 
noise bandwidth of 10 Hz filter, the ADXL357 appears capable of resolv-
ing the lowest vibration level from ISO-10816-1 (0.28 mm/s) across the 
frequency range of 1.5 Hz to 1000 Hz. 

XX When processing the ADXL357’s output signal with a filter that has a 
noise bandwidth of 1 Hz filter, the ADXL357 appears capable of resolv-
ing the lowest vibration level from ISO-10816-1 across the entire 1 Hz 
to 1000 Hz frequency range. 

Conclusion
MEMS accelerometers are coming of age as vibration sensors and they 
are playing a key role in what appears to be a perfect storm of technology 
convergence in CBM systems for modern factories. New solutions in sens-
ing, connectivity, storage, analytics, and security are all coming together 
to provide factory managers with a fully integrated system of vibration 
observation and process feedback control. While it is easy to get lost in 
the excitement of all of this amazing technology advancement, someone 
still needs to understand how to relate these sensor measurements to 
real-world conditions and the implications that they represent. CBM devel-
opers and their customers will be able to draw value from these simple 
techniques and insights, which provide an approach for translating MEMS 
performance specifications into their impact on key system-level criteria 
using familiar units of measure.
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Massive MIMO and Beamforming: The Signal 
Processing Behind the 5G Buzzwords
By Claire Masterson

Share on

Massive MIMO can be considered a form of beamforming in the more 
general sense of the term, but is quite removed from the traditional form. 
Massive simply refers to the large number of antennas in the base station 
antenna array. MIMO refers to the fact that multiple spatially separated 
users are catered for by the antenna array in the same time and frequency 
resource. Massive MIMO also acknowledges that in real-world systems, 
data transmitted between an antenna and a user terminal—and vice 
versa—undergoes filtering from the surrounding environment. The signal 
may be reflected off buildings and other obstacles, and these reflections 
will have an associated delay, attenuation, and direction of arrival, as 
shown in Figure 2. There may not even be a direct line of sight between 
the antenna and the user terminal. It turns out that these nondirect 
transmission paths can be harnessed as a power for good.

× × × ×
× × × ×
× × × ×
× × × ×

Figure 2. Multipath environment between antenna array and user.

In order to take advantage of the multiple paths, the spatial channel 
between antenna elements and user terminals needs to be characterized. 
In literature, this response is generally referred to as channel state 
information (CSI). This CSI is effectively a collection of the spatial transfer 
functions between each antenna and each user terminal. This spatial 
information is gathered in a matrix (H), as shown in Figure 3. The next 
section looks at the concept of CSI and how it is collected in more detail. 
The CSI is used to digitally encode and decode the data transmitted from 
and received by the antenna array.

Introduction
Our thirst for high speed mobile data is insatiable. As we saturate the 
available RF spectrum in dense urban environments, it’s becoming 
apparent that there’s a need to increase the efficiency of how we transmit 
and receive data from wireless base stations.

Base stations consisting of large numbers of antennas that simultaneously 
communicate with multiple spatially separated user terminals over the 
same frequency resource and exploit multipath propagation are one 
option to achieve this efficiency saving. This technology is often referred 
to as massive MIMO (multiple-input, multiple-output). You may have 
heard massive MIMO described as beamforming with a large number of 
antennas. But this raises the question ... what is beamforming?

Beamforming vs. Massive MIMO
Beamforming is a word that means different things to different people. 
Beamforming is the ability to adapt the radiation pattern of the antenna 
array to a particular scenario. In the cellular communications space, many 
people think of beamforming as steering a lobe of power in a particular 
direction toward a user, as shown in Figure 1. Relative amplitude and 
phase shifts are applied to each antenna element to allow for the output 
signals from the antenna array to coherently add together for a particular 
transmit/receive angle and destructively cancel each other out for other 
signals. The spatial environment that the array and user are in is not 
generally considered. This is indeed beamforming, but is just one specific 
implementation of it. 

× × × ×
× × × ×
× × × ×
× × × ×

Figure 1. Traditional beamforming.
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Figure 3. Channel state information needed to characterize a  
massive MIMO system.

Characterizing the Spatial Channel Between Base 
Station and User
An interesting analogy is to consider a balloon being popped at one 
location and the sound of this pop, or impulse, being recorded at another, 
as shown in Figure 4. The sound recorded at the microphone position is a 
spatial impulse response that contains information unique to the particular 
position of both the balloon and the microphone in the surrounding 
environment. The sound that is reflected off obstacles is attenuated and 
delayed compared to the direct path.

Figure 4. Audio analogy to demonstrate spatial characterization of a 
channel.

If we expand the analogy to compare to the antenna array/user terminal 
case, we need more balloons, as seen in Figure 5. Note that in order to 
characterize the channel between each balloon and the microphone, we 
need to burst each balloon at a separate time so the microphone doesn’t 
record the reflections for different balloons overlapping. The other direction 
also needs to be characterized, as shown in Figure 6. In this instance, all 
the recordings can be done simultaneously when the balloon is popped at 
the user terminal position. This is clearly a lot less time consuming!

Figure 5. Audio analogy to downlink channel characterization.

Figure 6. Audio analogy to uplink channel characterization.

In the RF space, pilot signals are used for characterizing the spatial 
channels. The over-the-air transmission channels between antennas and 
user terminals are reciprocal, meaning the channel is the same in both 
directions. This is contingent on the system operating in time division 
duplex (TDD) mode as opposed to frequency division duplex (FDD) mode. 
In TDD mode, uplink and downlink transmissions use the same frequency 
resource. The reciprocity assumption means the channel only needs to be 
characterized in one direction. The uplink channel is the obvious choice, as 
just one pilot signal needs to be sent from the user terminal and is received 
by all antenna elements. The complexity of the channel estimation is 
proportional to the number of user terminals, not the number of antennas 
in the array. This is of critical importance given the user terminals may 
be moving, and hence the channel estimation will need to be performed 
frequently. Another significant advantage of uplink-based characterization 
means that all the heavy duty channel estimation and signal processing is 
done at the base station, and not at the user end. 
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Figure 7. Each user terminal transmits orthogonal pilot symbol.

So now that the concept of collecting CSI has been established, how is 
this information applied to data signals to allow for spatial multiplexing? 
Filtering is designed based on the CSI to precode the data transmitted from 
the antenna array so that multipath signals will coherently add at the user 
terminals position. Such filtering can also be used to linearly combine the 
data received by the antenna array RF paths so that the data streams from 
different users can be detected. The following section addresses this in 
more detail.

The Signal Processing that Enables Massive MIMO  
In the previous section we’ve described how the CSI (denoted by the matrix 
H) is estimated. Detection and precoding matrices are calculated based 
on H. There are a number of methods for calculating these matrices. This 
article focuses on linear schemes. Examples of linear precoding/detection 
methods are maximum ratio (MR), zero forcing (ZF), and minimum mean-
square error (MMSE). Full derivations of the precoding/detection filters 
from the CSI are not provided in this article, but the criteria they optimize 
for, as well as the advantages and disadvantages of each method are 
discussed. A more detailed treatment of these topics can be found in the 
references at the end of this article.1, 2, 3

Figure 8 and Figure 9 give a description of how the signal processing 
works in the uplink and downlink respectively for the three linear methods 
previously mentioned. For precoding there may also be some scaling matrix 
to normalize the power across the array that has been omitted for simplicity.
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Figure 8. Uplink signal processing. H denotes the conjugate transpose.
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Figure 9. Downlink signal processing. T denotes the transpose. * 
denotes the conjugate.

Maximum ratio filtering, as the name suggests, aims to maximize the 
signal-to-noise ratio (SNR). It is the simplest approach from a signal 
processing viewpoint, as the detection/precoding matrix is just the 
conjugate transpose or conjugate of the CSI matrix, H. The big downside of 
this method is that the interuser interference is ignored.

Zero forcing precoding attempts to address the interuser interference 
problem by designing the optimization criteria to minimize for it. The 
detection/precoding matrix is the pseudoinverse of the CSI matrix. 
Calculating the pseudoinverse is more computationally expensive than the 
complex conjugate as in the MR case. However, by focusing so intently on 
minimizing the interference, the received power at the user suffers. 

MMSE tries to strike a balance between getting the most signal 
amplification and reducing the interference. This holistic view comes 
with signal processing complexity as a price tag. The MMSE approach 
introduces a regularization term to the optimization—denoted as β in 
Figures 8 and 9—that allows for a balance to be found between the noise 
covariance and the transmit power. It is sometimes also referred to in 
literature as regularized zero forcing (RZF).

This is not an exhaustive list of precoding/detection techniques, but gives 
an overview of the main linear approaches. There are also nonlinear 
signal processing techniques such as dirty paper coding and successive 
interference cancellation that can be applied to this problem. These offer 
optimal capacity but are very complex to implement. The linear approaches 
described above are generally sufficient for massive MIMO, where the 
number of antennas gets large. The choice of a precoding/detection 
technique will depend on the computational resources, the number 
of antennas, the number of users, and the diversity of the particular 
environment the system is in. For large antenna arrays where the number 
of antennas is significantly greater than the number of users, the maximum 
ratio approach may well be sufficient.

The Practical Obstacles Real-World Systems Present 
to Massive MIMO
When massive MIMO is implemented in a real-world scenario, there are 
further practical considerations to be taken into account. Consider an 
antenna array with 32 transmit (Tx) and 32 receive (Rx) channels operating 
in the 3.5 GHz band as an example. There are 64 RF signal chains to be put 
in place and the spacing between the antennas is approximately 4.2 cm 
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given the operating frequency. That’s a lot of hardware to pack into a small 
space. It also means there is a lot of power being dissipated, which brings 
inevitable temperature concerns. Analog Devices’ integrated transceivers 
offer a highly effective solution to many of these issues. The AD9371 will 
be discussed in more detail in the next section.

Previously in this article, the application of reciprocity to the system to 
drastically cut the channel estimation and signal processing overheads 
were discussed. Figure 10 shows the downlink channel in a real-world 
system. It is split into three components; the over-the-air channel (H), the 
hardware response of the base station transmit RF paths (TBS), and the 
hardware response of the user receive RF paths (RUE). The uplink is the 
opposite of this with RBS characterizing the base station receive hardware 
RF paths and TUE characterizing the users transmit hardware RF paths. 
While the reciprocity assumption holds for the over the air interface, it does 
not for the hardware paths. The RF signal chains introduce inaccuracies 
into the system due to mismatched traces, poor synchronization between 
the RF paths, and temperature-related phase drift. 

RUETBS

M
Antennas

Channel State
Information H K Users

Figure 10. Real-world downlink channel.

Using a common synchronized reference clock for all LO (local oscillator) 
PLLs in the RF paths and synchronized SYSREFs for the baseband digital 
JESD204B signals will help address latency concerns between the RF 
paths. However, there will still be some arbitrary phase mismatch between 
the RF paths at system startup. Temperature-related phase drift contributes 
further to this issue and it is clear that calibration is required in the field 
when the system is initialized and periodically thereafter. Calibration allows 
for the advantages of reciprocity, such as maintaining the signal processing 
complexity at the base station and uplink only channel characterization 
to be kept. It can generally be simplified so that only the base station RF 
paths (TBS and RBS) need to be considered.

There are a number of approaches to calibrating these systems. One is to 
use a reference antenna positioned carefully in front of the antenna array 
to calibrate both the receive and transmit RF channels. It’s questionable 
whether having an antenna placed in front of the array in this way is 
suited to practical base station calibration in the field. Another is to 
use mutual coupling between the existing antennas in the array as the 
calibration mechanism. This may well be feasible. The most straight 
forward approach is probably to add passive coupling paths just before 
the antennas in the base station. This adds more complexity in the 
hardware domain, but should provide a robust calibration mechanism. To 
fully calibrate the system a signal is sent from one designated calibration 
transmit channel, which is received by all RF receive paths through the 
passive coupled connection. Each transmit RF path then sends a signal 
in sequence that is picked up at the passive coupling point before each 
antenna, relayed back to a combiner, and then to a designated calibration 
receive path. Temperature related effects are generally slow to change, so 
this calibration does not have to be performed very frequently, unlike the 
channel characterization. 

Analog Devices’ Transceivers and Massive MIMO
Analog Devices’ range of integrated transceiver products are particularly 
suited to applications where there is a high density of RF signal 
chains required. AD9371 features 2 transmit paths, 2 receive paths, 
and an observation receiver, as well as three fractional-N PLLs for RF 
LO generation in a 12 mm × 12 mm package. This unrivaled level of 
integration enables manufacturers to create complex systems in a timely 
and cost-effective manner.

A possible system implementation featuring multiple AD9371 transceivers 
is shown in Figure 11. This is a 32 transmit, 32 receive system with 16 
AD9371 transceivers. Three AD9528 clock generators provide the PLL 
reference clocks and JESD204B SYSREFs to the system. The AD9528 is 
a 2-stage PLL with 14 LVDS/HSTL outputs and an integrated JESD204B 
SYSREF generator for multiple device synchronization. The AD9528s are 
arranged in a fanout buffer configuration with one acting as a master 
device with some of its outputs used to drive the clock inputs and the 
SYSREF inputs of the slave devices. A possible passive calibration 
mechanism is included—shown in green and orange—where a dedicated 
transmit and receive channel are used to calibrate all the receive and 
transmit signal paths through a splitter/combiner, as discussed in the 
previous section.

http://www.analog.com/en/products/rf-microwave/integrated-transceivers-transmitters-receivers/wideband-transceivers-ic/AD9371.html
http://www.analog.com/en/education/education-library/webcasts/jesd204b.html
http://www.analog.com/en/products/clock-and-timing/clock-generation-distribution/clock-generation-devices/ad9528.html
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Figure 11. Block diagram of 32 Tx, 32 Rx massive MIMO radio head 
featuring Analog Devices’ AD9371 transceivers.

Conclusion
Massive MIMO spatial multiplexing has the potential to become a game 
changing technology in the cellular communications space, allowing for 
increased cellular capacity and efficiency in high traffic urban areas. The 
diversity that multipath propagation introduces is exploited to allow for 
data transfer between a base station and multiple users in the same time 
and frequency resource. Due to reciprocity of the channel between the 
base station antennas and the users, all the signal processing complexity 
can be kept at the base station, and the channel characterization can be 
done in the uplink. Analog Devices’ RadioVerse™ family of integrated 
transceiver products allow for a high density of RF paths in a small space, 
so they are well suited to massive MIMO applications.
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We can see the mathematical relationship between cross-axis sensitivity 
(CAS) and axis-to-axis misalignment error (A2A_MAE) as described below:

	

CAS = sin(A2A_MAE) 

A2A_MAE = asin(CAS)

The effect of nonorthogonality occurs between sensor axes, across sen-
sors, or from package misalignment between the sensors and the enclosure. 
On an industrial targeted IMU, these specifications are fully described 
in the data sheet after factory calibration. For discrete components, the 
cross-axis sensitivity specification does not account for assembly vari-
ances to a PCB.

Ideally, multiple axes within gyroscopes and accelerometers are mutually 
orthogonal to each other. However, it is a common misconception that 
since a multi-axis gyroscope or accelerometer can be designed within one 
discrete MEMS component that each of the axes are perfectly orthogonal 
at 90° to one another. Although all inertial sensors in these devices are on 
a single piece of silicon, inherent errors introduced from fabrication and 
manufacturing variances can still accumulate an orthogonal error. The 
resulting equivalent alignment precision is actually not very impressive 
when compared to fully calibrated, industrial targeted IMUs.

A quick survey of consumer targeted devices reveals that cross-axis sen-
sitivity is often in the range of 1% to 5%. Using the above relationship, that 
results in equivalent axis-to-axis misalignment errors of 0.57° to 2.87°. 
However, it could also be defined in units of milliradian, equal to 0.057°. 
Industrial grade IMUs will typically be much more precise. We can also 
use this relationship to translate the axis-to-axis misalignment error of an 
industrial targeted IMU of 0.018° into an equivalent cross-axis sensitivity 
of 0.031%.

	 CAS = sin(A2A_MAE) = sin(0.018°) = 0.00031 = 0.031%

Despite the apparent disadvantage of not having all inertial sensors on one 
piece of silicon, the ADIS16489 industrial grade IMU still offers ~32× better 
performance than the best consumer devices.

To understand the effect of nonorthogonal errors, let’s assume that one 
accelerometer axis is pointed perfectly upward and the device is exactly 
level. The accelerometer on this z-axis is ideally measuring the total impact 
of gravity. If the other two axes were perfectly orthogonal, they would not 
measure any vector of gravity. However, if there is a nonorthogonality error, 
these two other horizontal axes would measure some portion of the gravity 

Question:
I am using a MEMS inertial measurement unit (IMU) in a self-balancing 
guidance control system for a personal transportation platform. Can I 
expect a consumer targeted IMU to eliminate all misalignment errors 
between each sensor if all of the core sensor elements are on a single 
piece of silicon?

Answer:
No, this is generally not a safe expectation for your design. Industrial grade 
IMUs, which use robust discrete sensors with optimal packaging and cal-
ibration, offer much better alignment precision than consumer-targeted 
IMUs residing on a single piece of silicon.

Consumer targeted and industrial targeted IMUs tend to specify axis align-
ment behaviors differently. Consumer IMUs typically lump all misalignment 
errors into a single cross-axis sensitivity specification. Industrial targeted 
IMUs, such as the recently released ADIS16490, specify alignment precision 
more directly using two different specifications: axis-to-axis misalignment 
error and axis-to-package misalignment error. The axis-to-package mis-
alignment error describes how well the alignment in each axis relates to 
mechanical features within the IMU package. Axis-to-axis misalignment 
error describes how well the alignment of each accelerometer and gyro-
scope axis fits into the ideal case of mutual orthogonality. This is why axis-
to-axis misalignment error is also commonly known as orthogonal error.

Rarely Asked Questions—Issue 142
Orthogonal Perspectives
By Ian Beavers
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vector. For example, if a device offers a cross-axis sensitivity of 1%, its 
equivalent response to gravity will be 10 mg. This equates to an equivalent 
alignment error of 0.6°. Conversely, if the first axis is not orthogonal to the 
level frame, it will measure less than the complete gravity vector.

Orthogonality errors are particularly stable components of the total error 
from an accelerometer. They may therefore yield to corrections based on a 
one time calibration. To determine the orthogonality error of accelerometer 
axis pairs, the static response of each axis to gravity is measured as the 
accelerometer is rotated through the space of all possible 90° orientations. 
This can be done using either a precision gimbal mount or on a known 
orthogonal surface.

It can be a challenging proposition to effectively calibrate out the orthog-
onal errors across the full operating conditions after mounting components 
onto a PCB. Inertial calibration requires observation of each sensor response, 
while the devices are experiencing well-controlled motion profiles. These 
types of motion profiles often require highly specialized equipment and 

expertise to operate effectively over time. In contrast to an industrial  
targeted IMU that is already precalibrated for mounting, each mounted 
consumer MEMS device on a PCB would need to be calibrated against  
the other sensors, environmental performance, and temperature.

Performance from an industrial IMU, composed of 3 gyroscope axes and 
3 accelerometer axes, leverages a calibration step within manufacturing 
after discrete components are mounted on a mini-PCB in a rugged module. 
This single factory calibration identifies and compensates not only the non-
orthogonality of the MEMS devices themselves, but also for any assembly 
related skew. This minimizes the errors associated with variances from 
assembly, cross-axis error, and temperature. The ADIS16489 provides factory 
calibration that minimizes axis alignment errors within platform stabilization, 
navigation, or robotics applications. With a digital tri-axis gyroscope and 
a tri-axis accelerometer, the ADIS16489 offers a mere ±0.018° axis-to-
axis gyroscope misalignment error and ±0.035° accelerometer axis-to-
axis error. In addition to the high performance sensor parameters, the 
ADIS16489 also provides a parylene coating as a moisture barrier for its 
internal circuitry.

–z-Axis

x-Axis

0 g on x-Axis

–1 g on z-Axis

90°

y-Axis
0 g on y-Axis

>0 g on x-Axis

Less than (–)1 g on z-Axis

>90°

>0 g on y-Axis

Figure 1. An ideal 3-axis orthogonal case on the left reflects the true impact of a vector. A nonorthogonal error allows leakage of rotation or 
force to be seen across all axes.
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Transmit LO Leakage (LOL)—An Issue of 
Zero-IF That Isn’t Making People Laugh  
Out Loud
By Dave Frizelle

Share on

by filtering, since the filtering would also filter the desired signal. It is this 
unwanted energy at FLO that is referred to as LOL. The local oscillator (LO), 
which drives the mixer, has leaked to the mixer’s output port. There are 
also other paths for the LO to leak to the system output, such as through 
power supplies or across the silicon itself. Regardless of how the LO leaks 
out, it can be referred to as LOL.
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Figure 2. Real-world mixer.

In a real-IF architecture where only one sideband is to be transmitted, it 
is possible to resolve LOL by using RF filtering. In contrast, in a zero-IF 
architecture where both sidebands are to be transmitted, the LOL sits in 
the middle of the desired output and presents a more difficult challenge 
(see Figure 3). Conventional filtering is no longer an option, because 
any filtering that would remove the LOL would also remove portions 
of the wanted transmission. Therefore, other techniques must be used 
to eliminate it. Otherwise, it will likely end up becoming an unwanted 
emission within the overall desired transmission.
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Figure 3. Unwanted energy at FLO shown in red. This unwanted energy 
at FLO is called LOL.

Introduction
There are several major advantages to zero-IF architecture. However, 
there are also some challenges that need to be overcome. Transmit local 
oscillator leakage (referred to as transmit LOL) is one such challenge. 
Uncorrected, transmit LOL will produce an unwanted emission within the 
desired transmission, potentially breaking system specifications. This 
article discusses the issue of transmit LOL and examines the techniques 
used to eliminate it, as implemented in ADI’s RadioVerse transceiver 
family (which includes the AD9371; see ADI RadioVerse Website for more 
details). If transmit LOL can be reduced to a low enough level that it no 
longer causes system or performance issues, perhaps people can learn to 
laugh out loud about LOL!

What Is LOL?
An RF mixer has two input ports and one output port, as shown in Figure 1. 
The ideal mixer would produce an output that is the product of the two 
inputs. In frequency terms, the output should be FIN + FLO and FIN – FLO, 
nothing else. If either input is undriven there will be no output.
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Figure 1. Ideal mixer.

In Figure 1, FIN is set to FBB with a baseband frequency of 1 MHz and FLO is 
set to FLO with a local oscillator frequency of 500 MHz. If the mixer were 
ideal it would produce an output that comprises two tones: one at 499 MHz 
and one at 501 MHz. However, as shown in Figure 2, a real-world mixer 
will also produce some energy at FBB and FLO. The energy at FBB can be 
ignored because it is far away from the desired output and will be filtered 
out by the RF components located after the mixer output. Regardless of 
the energy at FBB, the energy at FLO can be a problem. It is very close to 
or within the desired output signal and difficult or impossible to remove 
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Eliminating LO Leakage (also Called LOL Correction)
The elimination of LOL is achieved by generating a signal that is equal in 
amplitude but opposite in phase to the LOL, thus cancelling it, as shown 
in Figure 4. Assuming we know the exact amplitude and phase of the LOL, 
the cancellation signal can be generated by applying dc offsets to the 
transmitter’s inputs.
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Figure 4. LO leakage and cancellation signals.

Generation of the Cancellation Signal
The complex mixer architecture lends itself well to the generation of the 
cancellation signal. Because quadrature signals at the LO frequency exist 
in the mixer (they are at the heart of how the complex mixer works),1 they 
allow for the generation of a signal at the LO frequency with any phase  
and amplitude.

The quadrature signals that drive the complex mixer can be described as 
Sin(LO) and Cos(LO)—these are orthogonal signals at the LO frequency that 
drive the two mixers. To generate the cancellation signal, these orthogonal 
signals are added together with different weights. In mathematical terms, 
we can produce an output that is I × Sin(LO) + Q × Cos(LO). By applying 
different signed values in place of I and Q, the resulting sum will be at the 
LO frequency and can have any desired amplitude and phase. Examples 
are shown in Figure 5.

The desired transmission signal will need to be applied to the transmitter’s 
inputs. By applying a dc bias to the transmission data, the output of the 
mixer will contain both the desired transmission signal and also the desired 
LOL cancellation signal. The intentionally generated cancellation signal 
will combine with the unwanted LOL and they will cancel, leaving only the 
desired transmission signal.

Observing the Transmit LOL
The transmit LOL is observed using an observation receiver, as shown in 
Figure 6. In this example, the observation receiver uses the same LO as the 
transmitter, so any transmit energy at the LO frequency will appear as dc 
at the output of the observation receiver.
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Figure 6. Basic concepts of observation and correction of  
TxLO leakage.

The approach shown in Figure 6 has an inherent weakness: by using the 
same LO to transmit and observe, transmit LOL will appear as dc in the 
observation receiver’s output. The observation receiver itself will have 
some amount of dc due to component mismatch in the circuit, so the total 
dc output by the observation receiver will be the sum of the transmit LOL 
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Figure 5. Examples of any phase and any amplitude cancellation signal being generated.
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and the native dc offset that exists in the observation receiver. There are 
ways to overcome this issue, but a better approach is to use a different 
LO frequency for observation, thereby separating the native dc in the 
observation path from the transmit LOL observation result. This is shown  
in Figure 7 below.
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Figure 7. Using different LOs to transmit and observe.

Because the transmission is being observed using a frequency other than 
transmit LO, energy at the transmit LO frequency will not appear at dc in 
the observation receiver. Instead, it will appear as a baseband tone whose 
frequency is equal to the difference between the transmit LO and the obser-
vation LO. DC native in the observation path will still appear at dc, so there 
will be total separation of observation dc and transmit LOL measurement 
results. Figure 8 illustrates this concept using single-mixer architecture for 
simplicity. The input to the transmitter is zero in this example, so the only 
output from the transmitter is transmit LOL. Frequency shifting is done after 
the observation receiver to move the transmit LOL observed energy to dc.
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Figure 8. Separating observation receiver dc from Tx LOL.

Finding the Necessary Correction Values
The required correction values are found by taking the observation 
receiver’s output, dividing it by the transfer function from transmit input 
to observation receiver output, and comparing this result to the intended 
transmission. The transfer function in question is shown in Figure 9.
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Figure 9. The transfer function from transmitter input to observation 
receiver output.

The transfer function from the transmitter baseband input to the observa-
tion receiver baseband output is comprised of two components: amplitude 
scaling and phase rotation. Each is explained independently in more detail 
in the following sections.

Figure 10 shows that the amplitude of the transmit signal reported by the 
observation receiver may not represent the actual amplitude of the transmit 
signal being transmitted if the loopback path from transmit output to 
observation receiver input has gain or attenuation in the path, or if the gain 
of the transmitter circuit were different from the gain of the observation 
receiver circuit.
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Figure 10. Amplitude scaling due to attenuation in the loopback path.
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Now let’s consider phase rotation. It is important to realize that signals do 
not travel instantaneously from point A to point B. For example, signals 
travel through copper at approximately half the speed of light, meaning 
that a 3 GHz signal travelling along a copper strip has a wavelength of 
approximately 5 cm. This means that if the copper strip is probed with 
multiple oscilloscope probes spaced a few centimeters apart, the oscil-
loscope will show multiple signals that are out of phase with each other. 
Figure 11 illustrates this principle, showing three scope probes that are 
spaced out along a copper strip. The signal seen at each point is at a fre-
quency of 3 GHz, but there is a phase difference between the three signals.

Note that moving a single scope probe down the copper strip would not 
show this effect, as the scope would always trigger at 0° phase. It is only 
by using multiple probes that the relationship between distance and phase 
can be observed.

Oscilloscope Display

5 cm

Copper Strip

Figure 11. The relationship of distance and phase, a 5 cm trace,  
a 3 GHz signal, and probe points at 0 cm, 2 cm, and 4 cm.

Just as there is a phase change along the copper strip, there will be a 
phase change from transmitter input to observation receiver output, as 
shown in Figure 12. It is essential that the LOL correction algorithm knows 
how much phase rotation has occurred for it to compute the correct 
correction values.
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Figure 12. Phase rotation due to physical distance in the  
loopback path.

Determining the Transfer Function from Transmit 
Input to Observation Receiver Output
The transfer function shown in Figure 13 may be learned by applying an 
input to the transmitter and comparing it to the output from the observation 
receiver. However, some points need to be kept in mind. If a static (dc) 
signal is applied to the transmitter input, it will produce an output at the 
transmit LO frequency and the transmit LOL will combine with it. This will 
prevent the transfer function from being learned correctly. It should also 
be noted that the transmit output may be connected to an antenna, so 
intentionally applying signals to the transmitter input may not be allowed.
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Figure 13. Determining the transfer function from transmitter input 
to observation receiver output.

To overcome these challenges, the ADI transceivers use an algorithm 
that applies a low level dc offset to the transmitted signal. The offset 
level is adjusted periodically and these perturbations will show up in the 
observation receiver’s outputs. The algorithm then analyzes the deltas 
in input values compared to the deltas in observed values, as outlined in 
Table 1. In this example there is no user signal being transmitted, but the 
method still holds in the presence of user signal.

Table 1. The Deltas in Input Value Compared to the Deltas 
in Observed Value

Tx Input Signal Tx Output Port Observation Receiver Output

Case 1 DC offset 1 TxLO 1 + Tx LOL (TxLO 1 + Tx LOL) ×  
transfer function

Case 2 DC offset 2 TxLO 2 + Tx LOL (TxLO 2 + Tx LOL) ×  
transfer function

By performing a subtraction of the two cases, the constant transmit LOL 
is eliminated from the equation and the transfer function can be learned. 
The number of cases can be expanded to more than two, giving many 
independent results that can be averaged to increase the accuracy.

Summary
The LOL correction algorithm will learn the transfer function from trans-
mit input to observation receiver output. It will then take the observation 
receiver’s output and divide it by the transfer function to refer it to the 
transmitter’s input. By comparing the dc levels in the intended transmis-
sion to the dc levels in the observed transmission, the transmit LOL will be 
determined. Finally, the algorithm will compute the necessary correction 
values to eliminate the transmit LOL and apply them as a dc bias to the 
desired transmission data.

This article provides an overview of one aspect of the algorithms used 
in ADI’s RadioVerse transceivers. For a broader understanding on the 
concepts of zero-IF and algorithms, see this article on complex RF mixers.1
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Ultrawideband Digital Predistortion (DPD): 
The Rewards (Power and Performance) 
and Challenges of Implementation in Cable 
Distribution Systems
By Patrick Pratt and Frank Kearney
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Figure 1. Power efficiencies in cable power amp drivers.

Figure 1 provides an overview of a typical cable application. Although the 
system consumes nearly 80 W of power, just 2.8 W of signal power is 
delivered. The power amplifiers are very low efficiency Class A architec-
tures. The maximum instantaneous peak efficiency can be calculated to 
be 50% (when the signal envelope is at maximum, assuming inductive 
loading). If the PA is to operate entirely in its linear region, then taking 
into account the very high peak to average ratio of the cable signals (typ-
ically 14 dB) means that the amplifiers need to operate on average 14 dB 
below the start of compression, hence ensuring that no signal compres-
sion occurs even at the peaks of the signal. There is a direct correlation 
between the back-off and the amplifier operating efficiency. As the ampli-
fier is backed off 14 dB to accommodate the full range of cable signals, the 
operating efficiency will reduce by 10–14/10. Hence, the operating efficiency 
drops from its theoretical max of 50% to 10–14/10 × 50% = 2%. Figure 2 
provides an overview.

Introduction
The first cable systems in the U.S. started to appear in the early ’50s. Even 
with the rapid changes in technology and distribution methods, cable has 
maintained a prominent position as a conduit for the distribution of data. 
New technologies have layered themselves on the existing cable network. 
This article focuses on one aspect of that evolution—power amplifier (PA) 
digital predistortion (DPD). It’s a term that many involved in cellular system 
networks will be familiar with. Transitioning the technology to cable brings 
substantial benefits in terms of power efficiency and performance. With these 
benefits come substantial challenges; this article dives deep into some of 
these challenges and provides an overview as to how they may be solved.

Understanding the Requirements
When power amplifiers are operated in their nonlinear region, their output 
becomes distorted. The distortion can affect the in-band performance and 
may also result in unwanted signal spilling over into adjacent channels. 
The spill-over effect is particularly important in wireless cellular applica-
tions, and adjacent channel leakage ratio—or ACLR, as it is termed—is 
tightly specified and controlled. One of the prominent control techniques 
is digitally shaping or predistorting the signal before it gets to the power 
amplifier so that the nonlinearities in the PA are cancelled.

The cable environment is very different. Firstly, it can be regarded as a 
closed environment; what happens in the cable stays in the cable! The 
operator owns and controls the complete spectrum. Out-of-band (OOB) 
distortions are not a major concern. In-band distortions are, however, of 
critical importance. The service providers have to ensure the highest qual-
ity in-band transmission conduit so that they can leverage the maximum 
data throughputs. One of the ways that they ensure this is by running the 
cable power amplifier strictly within its linear region. The trade-off for this 
mode of operation is very poor power efficiencies.
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Figure 2. High peak to average ratios push a back-off operational 
mode and a dramatic decrease in efficiency.

In summary, power efficiency is the major issue. The lost power has a 
cost implication, but, just as importantly, it also uses up a scarce resource 
within the cable distribution system. As cable operators add more fea-
tures and services, they require more processing, and the power for that 
processing may be constrained within existing power budgets. If wasted 
power can be retrieved from the PA inefficiencies, then it can be reallo-
cated to those new functions.

The proposed solution to the PA inefficiency is digital predistortion. It’s a 
method universally adopted and employed right across the wireless cellular 
industry. DPD allows the user to operate the PA in a more efficient, but 
more nonlinear region, and then pre-emptively correct for the distortions 
in the digital domain before the data is sent to the PA. DPD is essentially 
shaping the data before it gets to the PA to counteract the distortions the 
PA will produce, and hence extend the linear range of the PA, as shown in 
Figure 3. That extended linear range can be used to support higher quality 
processing, deliver lower modulation error rates (MER),1 or allow the PA to 
run at a reduced bias setting—thus saving power. Although DPD has been 
widely used in wireless cellular infrastructures, implementing DPD in a 
cable environment has unique and challenging requirements.

As shown in Figure 4, actual operating efficiencies for the cable application 
sit at approximately 3.5%! Implementing DPD results in the power require-
ments of the system dropping from 80 W to 61 W—a power saving of 19 W, 
which is a 24% reduction. Previously each PA required 17.5 W of power; 
now that drops to 12.8 W.
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Figure 4. Overview of power saving through DPD implementation.

Figure 3. Digital predistortion overview.
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The Challenges of Implementation
The value of DPD is clear but the cable application poses many unique 
challenges to its implementation. Those technical challenges have to be 
met within the confines of the available resources. For example, the solution 
itself must be power efficient, as there is little value in optimizing the PA 
efficiency if the power saved gets shifted into powering the solution. Like-
wise, the digital processing resources need to be appropriate so that they 
can reside efficiently within the current FPGA architectures. A very large/
complex algorithm with nonstandard hardware requirements and extensive 
architectural change is unlikely to get adapted.

Ultrawide Bandwidth
Perhaps the most prominent difference between the cable application and 
that of the wireless cellular environment is the bandwidth of operation. In 
cable, there is approximately 1.2 GHz of bandwidth to linearize. The wide 
bandwidth challenge is compounded by the fact that the spectrum starts 
just 54 MHz from dc and that the signal bandwidth is larger than the chan-
nel center frequency. We must remember that the power saving is going to 
come by driving the PA into its nonlinear region of operation; that delivers 
better efficiency, but at the cost of generating nonlinear products. The DPD 
has to cancel the nonlinearities created by the PA, with a particular focus 
on those that fall back in-band of the wanted signal. That poses a unique 
challenge in the cable application.

*Note: HD1 Represents 1st-Order Harmonic Distortions that Sit 
 Around the Carrier Within the Desired Signal Bandwidth

 

  

  

 
  

 

 

 

 

 

BB           HD1*       HD2         HD3         HD4        HD5  

fc

fc

3fc

fc 3fc

5fc

0 2fc

0 2fc

Linear Response
fc, 1× BW

2nd Order
0 and 2fc, 2× BW

3rd Order
fc and 3fc, 3× BW

4th Order
0, 2fc and 4fc, 4× BW

5th Order
fc, 3fc, and 5fc, 5× BW

4fc

fc 3fc 5fc0 2fc 4fc

 

 

x

0  

ejθc

~

Figure 5. Harmonic distortion terms in conventional narrow-band 
interpretation.

Figure 5 provides an overview of the wideband harmonic distortion terms 
we might expect for a conventional, narrow-band (narrow-band is defined 
later in this section) upconverted baseband signal that goes through a 
nonlinear amplification stage. The nonlinear PA output is typically described 
by a power series expression, such as the Volterra series having the form of 

	
y(n) = ∑M = 0 ... = 0hk,m1,

...mk m1
∑M

mk
∏k x(n – mq )q = 1

which can be understood as a generalization of the Taylor power series to 
include memory effects. Of fundamental importance to note is that each 
nonlinear term (k = 1,2, … , K) generates multiple harmonic distortion (HD) 
products. For example, the 5th order has 3 terms: 5th order at 1st harmonic, 
5th order at 3rd harmonic, and 5th order at 5th harmonic. Note also that 
harmonic bandwidth is a multiple of its order; for example, 3rd-order terms 
are three times wider that the stimulus bandwidth.

In cable, it is not so much the large signal bandwidth, but its positioning on 
the spectrum (just 54 MHz from dc), that poses a particular challenge to 
DPD. Harmonic distortion occurs in all nonlinear systems; the focus of cable 
DPD is the harmonic distortion that fall in band. Looking at Figure 5, it can 
be seen that in conventional narrow-band applications, the focus will be 
the 3rd- and 5th-order harmonics. Although others are created, they fall out 
of the band of interest and can be removed through conventional filtering. 
We can define wideband and narrow-band applications by their fractional 
bandwidth where the fractional bandwidth is defined as

	

( fn – fl )
fc 

(fn = highest frequency, f1 = lowest frequency, and fc = center frequency). 
When the fractional bandwidth goes above 1, the application can be 
deemed wideband. Most cellular applications have fractional bandwidth 
of 0.5 or lower. Therefore, their HD behavior adheres to the characteristics 
shown in Figure 6.

   fc 2fc 3fc

Figure 6. Narrow-band simplification; only products around the 1st 
harmonic need be considered.

For such narrow-band systems, only in-band distortion around the 1st 
harmonic needs be cancelled by the DPD since a band-pass filter can 
be employed to remove all other products. Note also, as no even order 
products fall in band, the DPD needs only treat odd order terms.

In the cable application we can approximate fn ~1200 MHz, fl ~50 MHz, and 
fc ~575 MHz, thus giving us a fractional bandwidth of 2. To determine what 
minimum HD order needs to be corrected, the equation

	
fl Kmin < fn

(Kmin is the lowest nonlinear order to be considered) can be used, or numer-
ically 50 MHz × 2 = 100 MHz, which is less than 1200 MHz—hence the 
2nd-order HD falls well within the band of operation and must be corrected. 
Therefore, if the decision is made to operate the cable PA outside of its very 
safe and linear operation, the resultant harmonic distortion will be as indi-
cated in Figure 7.
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Figure 7. The effects of broadband harmonic distortion in wideband 
cable applications.

In contrast to wireless cellular where only the odd order harmonics were of 
concern, within the cable application both even and odd terms fall in band, 
creating multiple, overlapping zones of distortion. This has some serious 
implications for the complexity and sophistication of any DPD solution, as 
the algorithm has to move past simple narrow-band assumptions. The DPD 
solution must accommodate terms for each order of harmonic distortion.

In a narrow-band system, the even order terms can be ignored and the odd 
order produce 1 term each within the band of interest. DPD in the cable 
application has to concern itself with both odd and even order harmonic 
distortions and it also must consider that each order can have multiple 
overlapping in-band elements.

Positioning the Harmonic Distortion Corrections
Considering a conventional narrow-band DPD solution where processing 
is done at complex baseband, we are principally concerned with harmonic 
distortions that sit symmetrically around the carrier. In wideband cable 
systems, although that symmetry is maintained for those terms located 
around the 1st harmonic, that symmetry no longer holds for the higher 
harmonic products.

As shown in Figure 8, conventional narrow-band DPD is done at complex 
baseband. In these instances, only the 1st harmonic products fall in band 
such that their baseband representation translate directly to RF. When we 
consider wideband cable DPD, the higher harmonic distortions must be 
frequency offset so that baseband representation after upconversion is 
positioned correctly in the real RF spectrum.

Loop Bandwidth Limitations
Closed-loop DPD systems employ a transmission and an observation path. 
In an idealized model, neither of the paths would be bandwidth restricted 
and both would be wide enough to pass all DPD terms; that is, both 
in-band and out-of-band terms are passed.

(a) Conventional Narrow-Band DPD Processing Done at Complex Baseband. 

(b) Wideband Cable DPD, OOB HD Must be Frequency Offset to Allow for RF Upconversion. 
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Figure 8. Note the frequency offset requirements in the complex baseband processing for wideband DPD.
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Figure 9 provides an overview of a DPD implementation. In an ideal 
situation, the path from the digital upconverter (DUC) via the DPD to the 
DAC and through the PA will have no bandwidth restrictions. Likewise, 
the ADC on the observation path will digitize the full bandwidth (note that 
for illustration purposes we are showing a 2× bandwidth signal path; in 
some wireless cellular applications that may extend to 3× to 5×). The 
ideal implementation has the DPD produce terms both in-band and out of 
band that totally cancel the distortion introduced by the PA. It is important 
to note that for accurate cancellation, terms are created well outside the 
bandwidth of the signal of interest.

In a practical implementation, the signal path has bandwidth limitations 
that modify the DPD performance from the ideal implementation.

In the cable application, the bandwidth limitations can come from a variety 
of sources: The JESD link between the FPGA and the DAC, the DAC anti-
imaging filter, and the PA input matching. The most notable effect of these 
limitations is the OOB performance. As can be observed on the simulation 
shown in Figure 10, the DPD fails to correct the OOB distortions. In cable, 
where OOB distortions contribute to in-band performance degradation, this 
can be of particular significance; bandwidth restrictions in the signal path 
can, and do, affect the in-band performance.

The cable environment is unique in that the operator owns the entire 
spectrum. Emissions that fall out of the band of interest (54 MHz to  
1218 MHz) are in a portion of the spectrum not used by anyone else 
and are also subject to decay due to the inherent cable losses at high 
frequency. The observation path need only be concerned with monitoring 
what is happening within the band of operation.

An important distinction needs to be made here; emissions that fall out 
of band are not of concern, but those that are generated out of band and 
extend back down into band are. Hence, although OOB emissions are not 
of concern, the terms that create them are. The implementation is very dif-
ferent to the wireless cellular application where the observation bandwidth 
requirement is typically 3× to 5× that of the band of operation. In cable, 
the focus is in-band performance, and OOB terms need only be considered 
regarding their effect on the in-band performance.

Cable DPD only needs to correct for in-band products: 54 MHz to 1218 MHz 
for DOCSIS 3. The DPD generates 2nd, 3rd, … cancellation terms. Although 
we only need to correct over the cable bandwidth, within the DPD actuator 
these terms extend over a wider bandwidth (for example, the 3rd order 
extends out to 3× 1218 MHz). To preserve stability of a conventional DPD 
adaptation algorithm, these OOB terms should be preserved around the 
loop. Any filtering of the DPD terms tends to destabilize the adaptation 
algorithm. In a cable system there is band limiting and thus a conventional 
algorithm can fail.

Figure 9. Idealized DPD implementation with no bandwidth restrictions.

Figure 10. Decreased performance of DPD as bandwidth limitations in the signal path limit the OOB terms.
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DPD and Cable Tilt Compensation
As with all other mediums of transmission, cable introduces attenuation. In 
general, this attenuation can be considered as functions of the cable qual-
ity, the cable run distance, and the frequency of transmission. If a relatively 
uniform received signal strength is to be achieved at the receiving end of 
the cable, right across the spectrum of operation, then pre-emphasis (tilt) 
must be added at the transmit side. The tilt can be regarded as an inverse 
transfer function of the cable. It applies pre-emphasis, or shaping, that is 
proportional to the frequency of transmission.

The shaping is achieved by a low power passive analog equalizer known 
as a tilt compensator, located just prior to the power amplifier. Little or 
no attenuation is applied at the high frequencies, whereas the maximum 
attenuation is applied to the lower frequencies. Signals at the output of 
the tilt compensator can have level variations of up to 22 dB across the 
spectrum of operation.
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Figure 11. Tilt compensator implementation.

The tilt compensator shapes the signal, and that shaping profile is 
maintained as the signal is processed through the PA. Conventional DPD 
implementation would see the shaping as an impairment and try to correct 
for it as DPD is an (nonlinear) equalizer. It might seem reasonable to 
suggest that if the inverse to the tilt was added to the observation path that 
it would mitigate the effect. However, this is not true. Because the PA is 
nonlinear, commutativity doesn’t hold—or, in other words,

	 PA {T} ≠ T{PA}

(PA is the model of the power amplifier and T is the model of the tilt 
compensator).

For optimal operation, the DPD processing block needs an explicit 
knowledge of the signal that will present itself at the input to the PA. In 
a cable DPD application, the tilt compensation must be maintained while 
simultaneously having the DPD algorithm model the PA. This presents 
some very unique and difficult challenges. We need a low cost, stable 
solution that doesn’t equalize out the tilt. While the nature of the solution 
can’t be disclosed in this article, ADI has found an innovative solution to 
this problem, which may be described in detail in future publications.

DPD and Cable PA Architecture
As shown in Figure 4, the typical cable application will have the output 
from one DAC split and supplied to four separate PAs. To get maximum 
power savings, the DPD needs to be implemented on all of those PAs. One 
possible solution could be the implementation of four independent DPD 
and DAC blocks. The solution works but the efficiencies are reduced and 
the system implementation costs increased. The additional hardware has a 
dollar and a power cost.

Not all PAs are created equal and, although process matching (during 
manufacturing) may deliver units that have similar personalities, 
differences will persist and may grow larger with aging, temperature, 
and supply variations. Having said that, using one PA as the master and 
developing an optimized DPD for it, which is then applied to other PAs, 
does deliver a system performance benefit as shown from the simulated 
results in Figure 12.

The plots to the left-hand side indicate the PA performance with no DPD 
applied. The nonlinear operational mode causes distortions and this is 
reflected in the MER1 performance, having a range of 37 dBc to 42 dBc. 
Closed-loop DPD is applied by observing the output from the master PA; 
the green plot to the right-hand side of the diagram shows the enhanced 
performance. The DPD has corrected for the PA distortions and the result 
is that the overall performance has been shifted to deliver a MER ranging 
from 65 dBc to 67 dBc. The remaining plots in the middle show the 
performance of the slave PAs—that is, the PAs that have been corrected 
based on the master PA. As can be seen, implementing closed-loop DPD 
by just observing one PA has benefited the performance of all the PAs. 
However, the performance of the slave PAs continues to have points of 
operation that will fail. The span of performance on the slave PAs ranges 
from 38 dBc to 67 dBc. The wide range itself is not the concern, but a 
portion of that range falls below the acceptable operational threshold 
(typically 45 dBc for cable).
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Figure 12. Single DPD with multiple PAs (simulated results).
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The unique system architecture in cable provides an extra challenge for 
DPD. Optimized performance requires closed-loop DPD implementation. 
However, conventional thinking would suggest that to do so in cable would 
require additional hardware in each of the PA paths. An optimal solution 
needs to deliver the enhancements of closed-loop DPD to each PA but 
without the additional hardware costs.

Solving the Challenges with SMART Algorithms
As described earlier in this article, cable DPD presents the designer with 
particularly unique and difficult challenges. The challenges have to be 
resolved, but within the constraints of power and hardware so that the 
advantages are not eroded; there is little value in saving PA power if that 
power is used in additional DACs or the FPGA. Likewise, the power saving 
must be balanced with a hardware cost. ADI solves the challenge using a 
combination of high performance analog signal processing, coupled with 
advanced algorithm implementation.
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Figure 13. Cable DPD implementation using advanced converters 
and SMART algorithms.

A high level overview of the ADI implementation is shown in Figure 13. The 
solution can be regarded as having three key elements: The use of advanced 
converter and clocking products, an architecture that supports a comprehen-
sive signal chain monitoring/control, and, lastly, an advanced DPD algorithm 
that can utilize the former knowledge to deliver optimal performance.

The algorithm sits at the heart of the solution. It uses its extensive knowl-
edge of the signal being processed and the transfer function of the signal 
path to shape the output while simultaneously adjusting the dynamic 
control of some aspects of the signal path. The dynamic system solution 
means not only does the system designer have the capability to obtain 

substantial power saving, but that those power savings can be directly 
traded off against performance. The algorithm is such that once the user 
defines the MER1 performance level to which the system must operate, the 
system tuning is implemented so that performance is achieved across all the 
outputs. It’s important to note that the algorithm also ensures that the perfor-
mance threshold is achieved while maintaining optimal power usage at each 
PA; no PA takes more power than required to achieve the target performance.

The previous paragraph provides an overview of the solution implementa-
tion. The specifics of the algorithm itself are ADI proprietary IP and beyond 
the scope of this article. The SMART algorithm has the ability of learning 
the system path and then changing both the nature of the data being 
transmitted through the path and the characteristics of the path itself to 
deliver optimal results. We define optimal results as maintaining the quality 
of the MER while simultaneously lowering the power requirement.

The path characteristics, along with the nature of the transmitted signal, 
are in constant flux. The algorithm has the self-learning capability to deal 
with that dynamic adaptability. What’s more, the adaption happens while 
the system is live without interrupting or distorting the transmitted streams.

Conclusion
The cable environment continues to be an important infrastructure for the 
delivery of data services. As the technology evolves, so too do the pressures 
on spectrum and power efficiencies. The next generation of developments 
is calling for ever increasing demands and pushing higher order modulation 
schemes and better power efficiencies. These enhancements must come 
without affecting system performance (MER), and while DPD provides one 
possible avenue of enablement, its implementation in the cable application 
poses unique and difficult challenges. ADI has developed a total system solu-
tion to address these challenges. That solution encompasses silicon (DACs, 
ADCs, and clocks), PA control, and advanced algorithms. The combination of 
all three technologies provides users an adaptable solution where they can 
easily trade off power and performance requirements with minimal compro-
mise. This software-defined solution also supports a painless transition to the 
next generation of cable technologies that are expected to incorporate full 
duplex (FD) and envelope tracking (ET).

Note 1: Modulation error rate is a measure of the quality of modulation. 
It represents the difference between the target symbol vector and the 
transmitted symbol vector. MER = 10Log (average signal power/average 
error power). It can be regarded as a measure of accuracy of the symbol 
placement within the consolation.
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to go wrong. However, the customer reported that the new RS-485 trans-
ceiver started failing on the production test bed. Since nothing else in the 
design had been changed, it came down to something being wrong with 
the new device in the picture.

Upon further investigation, we found that the linear regulator powering the 
bus side of the transceiver was not regulating down to 5 V as expected, but 
instead was going up to a much higher voltage. We needed to do a careful 
review and comparison of the data sheets for the older transceiver and the 
replacement one, as well as the data sheet of the linear regulator to figure 
out what was going wrong.

Better is a qualitative term and depends on the parameter in question. 
For example, when it comes to speed/CMRR/PSRR, higher is better; when 
it comes to offset voltage/drift, lower is better; and you don’t need great 
engineering insight to know that when it comes to power consumption, 
lower is always better. Or is it? In this particular case, it turned out it 
wasn’t. The older transceiver consumed 15 mA (typically) on the bus side 
in idle state, while the new device consumed only 2 mA (maximum). It was 
no wonder that the new device looked better on paper. Unfortunately, the 
linear regulator didn’t seem to agree and went berserk.

As I mentioned at the start of this article, linear regulators are fairly simple 
devices that don’t have too many demands. Their one peculiar requirement 
is that they need a minimum load current to function properly. If this con-
dition is not met, the regulator stops regulating correctly and the output 
voltage goes out of bounds. The situation could also get worse if the input 
voltage to the regulator is much higher than the desired output voltage. 
Read this excellent article for more details on this topic.1

Many modern linear regulators take special care in their design to address 
this and pose no such problems. Some of the older devices (like the one 
in the customer’s design) don’t, and, hence, need extra precautions during 
the system design. In some cases, the feedback resistor network for the 
adjustable output LDO takes care of the minimum load current. Unfortu-
nately, one could run into this issue inadvertently by deciding to supersize 
these resistors while keeping the ratio the same. There could also be 
another scenario in which the device being powered by the LDO meets the 
load requirement during normal operation, but not while it’s in standby. 
These are all potential pitfalls to watch out for, so be sure to read the LDO 
data sheet carefully. If there’s a minimum load current requirement, it 
would usually say so in some way. Here are a couple of examples:

Load Regulation

IMIN Minimum Load Current(3)

10 mA ≤I OUT ≤ IMAX
(1)(3)

TJ = 25°C

–40°C to +125°C 1 mA

Over Full Operating
Temperature Range

0.1%    0.3%

0.3%    1%

Figure 1. An example of a minimum load current from a data sheet.

Question:
I changed one of my devices to a newer and better part with lower current 
consumption. Nothing is working anymore and even the new part got 
“burned.” Do you have any explanation? 

Answer:
Linear regulators are fairly simple devices and don’t have too many chal-
lenges. With that said, you can still get into trouble with them occasionally.

In my role as a field applications engineer, there are times when cus-
tomers request me to recommend a drop in replacement for a part they 
are using from another supplier. In many of these cases, the decision to 
replace a part is made by the customer’s production/purchase team and 
the original circuit designer may not be aware of the change. The decision 
process is fairly simple and the alternative part should have the same 
functionality, package, and pin configuration, as well as equal or better 
electrical specifications when compared to the device being replaced. Once 
all of these boxes are checked, you provide the necessary comparison data 
to the component engineer and the new component is added to the bill of 
materials as a second source alternative. After doing that, you should be 
all set. That is, until the product that was working faithfully with the older 
component starts failing on the production line after changing over to the 
alternative. What went wrong?!

I was involved in one such case where we followed the previously men-
tioned process and got one of our isolated RS-485 transceivers designed 
in as a second source to another supplier’s device in a customer’s design. 
The devices were form, fit, and functionality compatible, and our part had 
better electrical specifications. The customer went ahead and ordered a 
large quantity of this part from us and there seemed no reason for anything 
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Going back to our story—once the root cause of the problem was 
understood, it was fairly simple to fix. All we had to do was add a bleeder 
resistor on the regulator output to draw the minimum load current. While 
it would have been easy for an unreasonable customer to blame it on our 
part, this particular customer could see the funny side of this story and 
was able to appreciate the technical learning from this episode.
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Figure 3. The problem resolved after adding a bleeder resistor to 
draw minimum required load current.

It all ended well like any fairy tale—a little blood was spilled, but everyone 
lived happily ever after.
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Improved DAC Phase Noise Measurements 
Enable Ultralow Phase Noise DDS Applications
By Peter Delos and Jarrett Liner

Share on

Phase noise is determined from the power spectral density of the  
phase variations

	
S(f) = with units ofBW

Φ(t)2
RMS

Hz
rad2

In linear terms, the single sided phase noise is defined as

	
L(f) = S(f)

2

Phase noise is normally expressed in units of dBc/Hz from 10log(L(f)). 
Phase noise data is then plotted at offset frequencies relative to the  
RF carrier.

d
B

c/
H

z

Frequency Offset

Figure 2. Phase noise plot method.

An important further definition of phase noise is absolute phase noise 
vs. residual phase noise. Absolute phase noise is the total phase noise 
measured in the system. Residual phase noise is the additive phase 
noise of the device under test. This distinction becomes critical in the test 
setups and in the process of determining component level phase noise 
contributions in a system.

DAC/DDS Phase Noise Measurement Methods
The figures in this section illustrate DDS phase noise test setups. For DAC 
phase noise measurements, it is assumed the DAC is used as part of a 
direct digital synthesizer (DDS) subsystem. A DDS is implemented with a 
digital sinewave pattern to a DAC that could be in a monolithic IC or an 
FPGA or ASIC communicating to a DAC. In modern DDS design, the digital 
phase errors can be made much less than the DAC errors, and DDS phase 
noise measurements are typically limited by the DAC performance.

The simplest and most common test setup is shown in Figure 3. A clock 
source is used for the DDS and the DDS output is fed to a cross correlation 
type phase noise analyzer. This is easy to implement since only a single 
DDS is required. However, with this test setup there is no method to extract 
the oscillator contribution to show only the DDS phase noise.

Introduction
In radar applications, phase noise is a critical performance metric for 
systems requiring high clutter attenuation. Phase noise is a concern for  
all radio systems, but radar in particular can require phase noise 
performance at frequency offsets much closer to the carrier than a 
communication system.

System designers in these high performance systems will choose ultralow 
phase noise oscillators and the objective of the signal chains, from a noise 
perspective, is to add minimal degradation to the oscillator phase noise 
profile. This requires residual or additive phase noise measurements of the 
varied components in the signal chain.

Recent product releases of high speed digital-to-analog converters (DACs) 
are extremely attractive for both waveform generation and frequency 
creation for any LOs needed in frequency conversion stages. The radar 
objectives, however, challenge the DAC phase noise performance.
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Figure 1. AD9164 phase noise improvements.

In this article we show measured improvements of over 10 dB at 10 kHz 
offsets using the AD9164 DAC. Figure 1 illustrates the improvement and 
we will discuss how the results were achieved through a combination of 
both power supply regulator selection and test setup improvements.

Phase Noise Definition
Phase noise is a measure of the deviation in the zero crossing of a periodic 
signal. Consider a cosine wave with phase fluctuations

	

x(t) = cos(2�ft + Φ(t))
f = instantaneous frequency
Φ(t) = randomly fluctuating phase in radians
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Figure 3. Absolute phase noise DDS test setup includes both DAC and 
oscillator noise.

Figure 4 shows two common methods to remove the oscillator phase noise 
from the measurement, providing a residual noise measurement. The draw-
back of the measurements is that additional DACs are required in the test 
setup. However, the benefit is a much better indicator of the DAC phase noise 
contribution that can be applied in system-level analysis budgets.
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Figure 4a. DDS residual phase noise measurement using the phase 
detector method.

Figure 4a shows the phase detector method. In this case, two DACs are 
used and the oscillator contribution subtracts from both DUTs in the 
downconversion to dc.
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Figure 4b. DDS residual phase noise measurement using the cross 
correlation method.

Figure 4b shows a method using cross correlation phase noise analysis. In 
this case, DDS2 and DDS3 are used to translate the clock contribution to 
the LO ports of the measurement, their contribution is removed in the cross 
correlation algorithms, and the DDS1 residual phase noise is obtained in 
the measurement.

Power Supply Noise Contributions
In low noise analog and RF design, power supply noise is a well-known 
factor to consider. Power supply ripple that is periodic modulates onto the RF 
carrier and creates spurs on the RF carrier at frequency offsets equal to the 
ripple frequency. Regulator 1/f noise modulates onto the RF carrier also and 
contributes to the phase noise profile. Figure 5 illustrates the principles.
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Figure 5. Power supply imperfections modulated on to the RF carrier.
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Measured Results
During investigation of the true DAC phase noise performance, both the 
test setups and the regulator noise performance were considered.

The initial DAC evaluation board included the ADP1740 regulator for the 
analog and clock voltages. Noise spectral densities were compared with 
recently released ultralow noise regulators and the ADM7155 was chosen. 
Figure 6 illustrates the comparison of the noise densities as shown in the 

product data sheets. The power supply modification was merely to use the 
ADM7155 for both the AD9164 clock (data sheet pins VDD12_CLK) and the 
analog voltage (data sheet pins VDD12A).

Next, test setup options were considered for residual phase noise 
measurements. The cross correlation method was chosen with the Rohde 
& Schwarz FSWP primarily out of availability and convenience. The test 
setup used is shown in Figure 7.
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Figure 6. Regulator noise density comparison. Note the Y-axis units—the ADM7155 is an order of magnitude improved.
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http://analog.com/ADP1740
http://analog.com/ADM7155


 Analog Dialogue Volume 51 Number 334

Frequency Offset (Hz)

108101 102 103 104 105 106 107
–170

Improvements
     <1 kHz
     • Test Setup Limited
     1 kHz to 100 kHz
     • Regular Limited
     100 kHz to 1 MHz
     • Test Setup Limited

–100

–110

–120

–130

–140

–150

–160

AD9164, 800 MHz Phase Noise Comparison

P
ha

se
 N

o
is

e 
(d

B
c/

H
z)

Initial Absolute Phase
Noise Measurement

Absolute Phase Noise
Measurement with

Improved Regulator

Residual Phase Noise
Measurement with

Improved Regulator

Figure 8. AD9164 800 MHz output phase noise comparisons.

Figure 8 is a measurement of three cases. The initial evaluation board 
measurement taken with an absolute phase noise approach is shown as 
the red curve. The light blue curve is also an absolute measurement but 
with the regulator improvement. The dark blue curve is a residual phase 
noise measurement that also includes the regulator improvement.

The measurement indicates three general regions of limitations in 
the initial measurement that were not obvious in the beginning of the 

investigation. Frequencies below 1 kHz were limited by the close in noise 
of the clock source. Frequencies from 1 kHz to 100 kHz were limited by the 
regulator selection. Frequencies above 100 kHz were limited by the clock 
source. The sharp drop off above 10 MHz is the clock source contribution 
as the clock used was a multiplied crystal oscillator to create 6 GHz and 
the roll-off is from the RF filters used in the multiplication stages.

Residual phase noise measurements with the regulator improvement were 
taken at additional DAC frequencies and several are summarized in  
Figure 9. The modifications were duplicated on several evaluation boards 
and all cases showed the same improved results.
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Figure 9. AD9164 residual phase noise measurements with low noise 
regulator improvement.

Table 1. Family of Regulators with State-of-the-Art Noise Density Performance

Part 
Number

VIN Min (V) VIN Max (V)
VOUT Options 

or Adj 
Range (V)

IOUT (mA) PSRR @  
1 nkHz

PSRR @  
1 MHZ  

(μV rms)1

RMS Noise 
100 Hz to 
100 kHz 
(nV/√Hz)

Noise 
Spectral 
Density 
100 kHz 
(nV/√Hz)

Dropout @ 
Rated IOUT 
Typ (mV)

Total 
Acuracy 

Max (±%)
Package

ADM7150 4.5 16 Fixed:  
1.5 to 5.0 800 94 62 1 2 600 2

3 mm × 3 mm, 
8-lead LFCSP, 
8-lead SOIC

ADM7151 4.5 16 Adjustable: 
1.5 to 5.1 800 94 62 1 2 600 2

3 mm × 3 mm, 
8-lead LFCSP, 
8-lead SOIC

ADM7154 
New 2.3 5.5 Fixed: 

1.2 to 3.3 600 90 58 1 1.2 120 2
3 mm × 3 mm, 
8-lead LFCSP, 
8-lead SOIC

ADM7155 
New 2.3 5.5 Adjustable 

1.2 to 3.3 600 90 58 1 1.2 120 2
3 mm × 3 mm, 
8-lead LFCSP, 
8-lead SOIC

1 Noise independent at fixed output voltage.
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The family of ultralow noise regulators with similar noise density is 
shown in Table 1. As demonstrated, the impact on the DAC phase noise 
is significant and these are also recommended for consideration for any 
areas of the RF system requiring optimum phase noise performance.

Summary
A phase noise review was provided for the fundamental definition, absolute 
vs. residual phase noise, DAC phase noise measurement test setups, and 
regulator noise contributions.

DAC phase noise improvements were demonstrated for including both 
residual phase noise test methods and optimum regulator selection. The 
end result is the AD9164 now is an enabler for ultralow phase noise, 
DDS-based applications when the analog voltages and clock voltages are 
powered from the Analog Devices family of low noise regulators.
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Mirror, Mirror on the Wall—Understanding 
Image Rejection and Its Impact on  
Desired Signals
By Patrick Wiers
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Figure 1. Block diagram of the RadioVerse AD9371 transceiver.

The AD9361 and AD9371 RadioVerse wideband transceiver families both 
offer an unparalleled level of integration, as well as a plethora of features and 
many user-selectable options. The two families have significantly different 
levels of performance in several key areas and power consumption is also 
quite different between the two product families. Image rejection is one of 
the areas of performance that differs between the two families. This article 
explores where images come from, what they are, and how they impact 
overall system performance. Armed with that information, customers can 
make informed decisions and select the right transceiver for the application.

Image Rejection Basics
Both the AD9361 and AD9371 families use zero intermediate frequency 
(aka, zero-IF or ZIF) architectures, which results in a very high level of 
integration and significantly reduces the number of frequency-dependent 
components in the system. As shown in the block diagram of the AD9371 
in Figure 1, both the main receive and transmit signal paths use one com-
plex mixer stage to translate between the radio frequency (RF), which is 
centered around the local oscillator (LO) frequency, and baseband, which 
is centered around dc. For an excellent starting point to understanding the 
complex mixers used in ZIF transceivers, refer to the article on complex RF 
mixers referenced at the end of this article.1
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While providing many advantages due to such high integration, ZIF radios 
bring challenges as well. A complex mixer has in-phase (I) and quadra-
ture-phase (Q) signals. Any mismatch of phase or amplitude of those 
signals degrades the summing and cancellation that occurs when the 
upconverted I and Q signals are combined. This is described in the article 
referenced above. Imperfect cancellation results in an inverted copy of the 
desired signal appearing on the opposite side of the local oscillator (LO) 
frequency from the desired signal when transmitting. This copy is referred 
to as an image and has a reduced amplitude compared to the desired 
signal. Similarly, an inverted copy of the desired signal appears on the 
opposite side of dc from the desired signal when receiving. In some other 
architectures (for example, super heterodyne), this image can be filtered 
at an intermediate stage. The primary advantage of the ZIF architecture 
is the removal of those filters and the intermediate mixer stage, but this 
necessitates very good I and Q balance to reduce the image amplitude to 
an acceptable level.

The simplified diagram of a receive signal path in Figure 2 shows where 
these mismatches occur with the mismatches designated by ΔA, Δ fC, 
and Δφ. Only one path shows the added factors since it is the imbalance 
between the signal paths that creates the image, not the absolute gains 
and phases of the signal paths. Therefore, it is mathematically correct to 
show all of the imbalance factors in just one of the paths. The complex 
mixer shown in Figure 2 is also known as a quadrature mixer since the  
two LO signals provided to the mixers are orthogonal to each other.

LPF

LPF

Gain = A + ΔA
Corner Frequency = fc + Δfc 

cos (ωLO × t + ΔФ)

sin (ωLO × t)

Gain = A
Corner Frequency = fc

I Signal Path

Q Signal Path

Local Oscillator

ADC

ADC

Figure 2. Simplified quadrature receiver signal path showing  
impairments.

Figure 3 shows an example using a single-tone or continuous wave (CW) 
desired signal and the resulting unwanted CW image. The desired signal  
is downconverted to frequency ωC. If the quadrature balance is not per-
fect, the image will appear at frequency –ωC. The image rejection radio 
(IRR) is the difference in dB between the desired signal and the unwanted 
image signal. Reducing the quadrature balance is known as quadrature 
error correction (QEC).

Image
Rejection

dc

–ωC ωC

Figure 3. Single-tone desired signal and undesired image.

The image amplitude is related to the gain and phase mismatch by the 
following equation:

      
Image Rejection (dB) = 10 × log10 

1 + 2 × √∆ × cosθ + ∆ 
1 – 2 × √∆ × cosθ + ∆ 

Where:

Δ = the amplitude imbalance in dB (a value of one is ideal)

θ = the phase error in degrees (a value of zero is ideal)

Equation 1 results in a two-dimensional matrix since image rejection will 
be degraded by both input variables independently. A portion of this matrix 
is shown in Figure 4, where the axis across the page is amplitude imbal-
ance, the axis into the page is phase imbalance, and the vertical axis is 
the image rejection in dB. For example, if a 0.00195 amplitude error exists 
and the system needs to achieve an image rejection of 76 dB, the phase 
error must be better than 0.01286°. Even within a single integrated circuit 
device, it is very difficult to reach an image rejection better than 50 dB by 
controlling all of the factors that affect the I and Q matching. Achieving the 
76 dB image rejection typically achieved with the AD9371 requires digital 
algorithms to manipulate analog path variables and to apply correction in 
the digital domain.
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Figure 4. Image rejection in dB vs. amplitude imbalance in dB and 
phase imbalance in degrees.
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The Effects of Images on Desired Signals
Figure 5 shows a simplified drawing of a single carrier case with the wave-
form centered at dc after downconversion. An example of this waveform 
would be a single instance of a 20 MHz LTE downlink OFDM signal. As seen 
in Figure 5, a portion of the desired signal on the negative side will have 
an image on the positive side and vice versa. In the single carrier case 
centered on dc, the image lands within (or on top of) the desired signal and 
corrupts the desired signal.

Amplitude Axis

Desired Signal
at Amplitude X

Image of Desired Signal

Thermal Noise Floor

Frequency Axis

X dB

X –10 dB

X –20 dB

X –30 dB

X –40 dB

X –50 dB

DC

The Image from a Portion
of the Spectrum Here

Appears Equidistant from
DC, but on the Opposite

Side, Here

Figure 5. Single modulated carrier with undesired image.

When receiving and then demodulating a signal, there are several impair-
ments that will be present. Thermal noise, which increases the noise floor 
of the receive signal path, is one example. Images add noise as well if they 
land within the desired signal. If the total of all noise sources is too high, 
then it will not be possible to demodulate the signal. The thermal noise 
floor shown in single carrier and multicarrier figures is an example and in 
these discussions is ignored as a contributor.

When using the AD9361’s internal LO that is suitably supplied with a 
reference clock source with the recommended performance, the AD9361 
will achieve approximately –40 dB EVM when not noise-floor limited. The 
EVM is limited to –40 dB by the phase noise of the RF PLL. The AD9361 
image rejection performance of approximately 50 dBc means that in the 
single carrier case shown in Figure 5, the image alone will only degrade 
EVM by approximately 0.5 dB. Such low EVM degradation means that the 
transceiver will typically not be a limiting factor with modulation schemes 
such as 64-QAM and even higher. In this single-carrier case, the image 
is always smaller than the desired signal by approximately 50 dB and as 
shown in Figure 5.

Figure 6 shows a multicarrier example. Here, the desired signals are offset 
from dc after downconversion.
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X dB
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X –50 dB

X –60 dB

Frequency Axis

Figure 6. Multicarrier modulated signal with undesired image from 
Signal 1 corrupting Signal 2.

The image of each desired signal reflects through dc and shows up on 
the opposite side of the spectrum. In this example, two desired signals 
have been downconverted to the same offset from dc, desired Signal 1 
on the positive side, and desired Signal 2 on the negative side. Note that 
the amplitude of desired Signal 2 is 60 dB below the amplitude of desired 
Signal 1. Two carriers with differing amplitudes is a common occurrence 
in multicarrier cases that arises when the signals from two mobile sta-
tions encounter different amounts of path loss when traveling to the same 
base station. This can occur when the two stations are different distances 
from the base station or one station transmits through or around different 
objects than the other station.

The amplitude of desired Signal 2 is 10 dB lower than the image from 
desired Signal 1. This represents a signal-to-noise ratio for desired Signal 2 
of –10 dB. Demodulation, even using the simplest modulation techniques, 
would be extremely difficult if not impossible. Clearly, better image rejec-
tion performance is needed to handle these scenarios.

Figure 7 shows the same scenario but with receive image rejection perfor-
mance typical of the AD9371.
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Figure 7. Multicarrier modulated signal with undesired image from 
Signal 1 and below Signal 2.
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The image from desired Signal 1 now lies 15 dB below the amplitude of 
desired Signal 2. This provides 15 dB of signal noise ratio, which is enough 
to demodulate desired Signal 2 using a variety of modulation schemes.

Techniques Reducing Quadrature Imbalance in the 
AD9361 and the AD9371
Both the AD9361 and the AD9371 have optimized analog signal and LO 
paths that inherently reduce quadrature imbalance. As mentioned above, 
however, there is a limit to what good silicon can achieve. Digital correction 
can improve image rejection by several orders of magnitude.

The AD9361 receiver quadrature calibration uses an algorithm that ana-
lyzes the entire received spectrum of data to create an average correction 
across the entire bandwidth. For single-carrier use cases and relatively 
narrow bandwidth such as 20 MHz, this correction yields good image 
rejection across the bandwidth of interest. This is referred to as a  
frequency-independent algorithm. The algorithm operates on received  
data and updates in real time.

The AD9371 runs receive image rejection calibrations both during initial-
ization by injecting test tones and during operation using actual received 
data. These more advanced calibrations adjust for frequency-dependent 
imbalance as well as frequency-independent imbalance. The algorithm 
updates in real time. The more advanced algorithm and circuitry that 
implements the corrections yield performance approximately 25 dB  
better than the AD9361 across the occupied signal bandwidth.

This article demonstrates the origination and effects of quadrature imbal-
ance using the receive signal path, but a ZIF transceiver must overcome 
the same issues in the transmit signal path as well. The output of the 
transmitter includes both the desired signals as well as their images when 
the signal path or the LO paths are imbalanced.

For the transmit signal path, the AD9361 uses an initialization calibration to 
reduce quadrature imbalance below that provided by the optimized hard-
ware design. The calibration uses a CW tone placed at a single frequency 
and at a single attenuation setting. The algorithm typically results in an 
image approximately 50 dB below the power of the desired signal. Another 
way to write this would be –50 dBc (decibels below carrier). Operation over 
temperature, across a wide bandwidth, or at different attenuation settings 
can affect the image level.

The AD9371 uses an initial transmit path calibration using many inter-
nally generated tones spread across the desired signal bandwidth and 
it determines the correction factors across multiple transmit attenuation 
settings. During operation, a transmit signal path tracking calibration uses 
real transmitted data and periodically updates the correction factors during 
operation. The AD9371 achieves approximately 15 dB better image rejec-
tion compared to the AD9361 and it provides this benefit over temperature, 
attenuation, and across the occupied signal bandwidth.

A Simplified Specific Example
Using all that has been covered in this article so far, let’s perform a thought 
experiment and assume that we are building a system in which there is a 
central base station and multiple client devices. To simplify the example, 
the system will be operating away from objects such as buildings that 
cause multipath. The base station is expected to communicate with the 
client devices that can be spread throughout an area with a radius of  
100 meters, as shown in Figure 8.

Client

Client

Client

Client

Client

Base
Station

100 Meters

Figure 8. Imaginary cell coverage area showing base station and 
client stations.

The system will use multiple, simultaneously transmitted, 6 MHz wide 
carriers across a total bandwidth of 18 MHz. Let us say that in this system, 
one client unit could be very close to the base station—say, 0.3 meters—
while the farthest could of course be 100 meters away. The free space path 
loss difference between the two would be approximately 50 dB. Let us also 
assume that the base station baseband processor can measure the received 
power and then tell the client to increase or decrease its transmit power 
by up to 10 dB. A nearby client would decrease by 10 dB while a client 
at the far end of the range would transmit at full power. This reduces the 
received power at the base station by 10 dB, resulting in an overall potential 
difference of 40 dB, as shown in Figure 9. The two displayed carriers 
represent the worst-case situation described above. For clarity, the optional 
carrier that could reside between the two desired signals has been omitted.

DC–3 MHz–9 MHz 3 MHz 9 MHz

Desired Signal 1
at Amplitude X

Desired
Signal 2,

Amplitude 40 dB
Lower than 1

Amplitude Axis

Frequency Axis

X dB
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X –20 dB

X –30 dB
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X –60 dB

X –70 dB

X –80 dB

Figure 9. Multicarrier modulated signal example.

In this system, we will assume that the same transceiver will be used for 
both base station and client. If the AD9361 is used, the transmitted image 
can be approximately 50 dB below the amplitude of the desired signal. The 
receiver will also add a similar amount of image power. The two quadrature 
imbalances combine to create an image approximately 47 dB below the 
desired signal.
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If the AD9371 is used for both ends of the link, then the transmitted image 
would typically be 65 dB down and the receiver would contribute an image 
75 dB down below the desired signal. Adding those two up results in a total 
image of approximately 64.5 dB below the desired signal. Figure 10 shows 
both results.
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X –60 dB

X –70 dB
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Figure 10. Multicarrier modulated signal example with image ampli-
tudes for the AD9361 and AD9371.

In this simplified example, we are considering only the effects of the image 
and ignoring influences on SNR such as thermal noise, phase noise, and 
nonlinearities. Here, the AD9361 case results in an SNR of approximately 
7 dB while the AD9371 case results in approximately 24.5 dB of SNR in 
this example. If complex modulation schemes such as 64-QAM are used 
in this system, then the total system SNR requirement would probably 
make the AD9371 the best choice. If simpler modulation schemes are 

used, such as QPSK, the AD9361 may be more than adequate. Techniques 
used in the baseband processor would determine the actual system SNR 
needed to demodulate the signal. And, of course, to move from this thought 
experiment to a real system, the effects previously ignored such as thermal 
noise would have to be considered.

Conclusion
The previous plots and description of the quadrature correction algorithms 
in the two transceivers focused on the receive signal path. The effects of 
undesired images also apply to the transmit path for the same reasons. 
A transmission image that lands on top of a smaller carrier is equally 
troublesome for the station receiving the signals.

The section describing the techniques used by the transceivers to reduce 
image level shows the quantitative differences achieved by the two differ-
ent families of devices. Then the specific example above takes us through 
a system design and narrows the design decision down to a few concise 
questions about the SNR required to demodulate the received signal. While 
the AD9371 family will always have better image performance than the 
AD9361 family, the higher power consumption of the AD9371 family and 
the use of a high speed serial interface require system engineers to look at 
all aspects of the design and find the best solution for their application.
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Wireless Current Sense Circuit Floats with 
Sense Resistor
By Kris Lokere
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Figure 1. A low power, wireless current sense circuit is formed by 
a low power chopper op amp to amplify the sense voltage. It is 
digitized using a low power ADC and reference and connected to a 
SmartMesh IP wireless radio module. A low power, dc-to-dc con-
verter conditions the battery and also keeps track of the charge 
drawn from the battery.

Signal Chain
The LTC2063 is an ultra low power, chopper-stabilized op amp. With a 
maximum supply current of 2 µA, it is uniquely suited for use in battery 
powered applications. Because the offset voltage is less than 10 µV, it 
can measure very small voltage drops without loss of accuracy. Figure 2 
shows the LTC2063 configured to gain up and level shift the voltage across 
a 10 mΩ sense resistor. The gain is chosen so that the ±10 mV full-scale 
input at the sense resistor (corresponding to ±1 A of current) maps to a 
near full-scale range at the output, centered around 1.5 V. This amplified 
signal is fed into a 16-bit SAR ADC. The AD7988 was chosen for its very 
low standby current and good dc accuracy. At low sample rates, the ADC 
automatically shuts down in between conversions, resulting in an average 
current consumption of as little as 10 µA at 1 kSPS. The LT6656 biases 
the amplifier, the level-shift resistors, and the ADC’s reference input. The 
LT6656 voltage reference consumes less than 1 µA and can drive up to 
5 mA loads with low dropout, making it easy to output a precise 3 V, even 
when powered from the 3.3 V system supply.

There are three roughly equal sources to offset error in this signal chain, 
together contributing about 0.5% relative to a ±10 mV full-scale input. 
They are the offset voltage of the LTC2063 and AD7988, as well as mis-
match in the level-shift resistors (0.1% resistors are recommended). A 
one-point calibration step could largely eliminate that offset. Gain error is 
generally dominated by inaccuracies in available sense resistors, which 
tend to be worse than the 0.05%, 10 ppm/°C specifications of the LT6656 
voltage reference.

Introduction
Measuring the current that flows through a sense resistor seems easy. 
Amplify the voltage, read it with an ADC, and now you know what the cur-
rent is. However, it gets more difficult if the sense resistor sits at a voltage 
that is very different from system ground. The typical solutions that bridge 
that voltage differ in either the analog or digital domain. But here is a dif-
ferent approach—wireless.

Analog current sense ICs are compact solutions. However, the voltage 
difference that they can withstand is limited by semiconductor processes. 
It is difficult to find devices that are rated for more than 100 V, and these 
circuits often lose accuracy if the sense resistor’s common-mode voltage 
changes quickly or swings both above and below system ground.

Digital isolation techniques (magnetic or optical) are a bit more bulky, but 
work without loss of accuracy and can typically withstand thousands of 
volts. These circuits need an isolated power supply, but that can sometimes 
be integrated in the isolator component. If the sense resistor is physically 
separated from the main system, then you also may need to run long wires 
or cables.

A wireless current sense circuit overcomes many of these limitations. By 
allowing the entire circuit to float with the common mode of the sense 
resistor and transmitting the measured data wirelessly over the air, there 
are no voltage limitations at all. The sense resistor can be located any-
where without the need to run cables. If the circuit is very low power, then 
you don’t even need an isolated power supply and can instead run for 
many years on a small battery.

Design Overview
Figure 1 shows the block diagram of the design. The current sense circuit is 
based on the LTC2063 chopper-stabilized op amp to amplify the voltage drop 
across a sense resistor. The micropower SAR ADC AD7988 digitizes the value 
and reports the result via an SPI interface. The LTP5901-IPM is the radio 
module that contains not only the radio, but also the networking firmware 
needed to automatically form an IP-based mesh network. In addition, the 
LTP5901-IPM has a built-in microprocessor that reads the AD7988 ADC SPI 
port. The LTC3335 is a low power, dc-to-dc power supply that converts the 
battery voltage to a constant output voltage. The LTC3335 also includes a 
coulomb counter that reports the cumulative charge pulled from the battery.
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Power Management
The LTC3335 is a nanopower buck-boost converter with an integrated 
coulomb counter. It is configured to provide a regulated 3.3 V output from 
an input supply between 1.8 V and 5.5 V. This allows the circuit to be pow-
ered by two alkaline primary battery cells. For duty-cycled wireless applica-
tions, the load current can easily vary from 1 µA to 20 mA, depending on 
whether the radio is in active or sleep mode. The LTC3335 has a quiescent 
current of just 680 nA at no load, which keeps the entire circuit operating 
at very low power when the radio and signal chain are in sleep mode. Still, 
the LTC3335 can output as much as 50 mA, which easily provides enough 
power during radio transmit/receive and for a variety of signal chain circuits.

The LTC3335 also has a handy, built-in coulomb counter. When switching, 
it keeps track of the total charge that it draws from the battery. This infor-
mation can be read out using an I2C interface and can then be used as a 
predictor for when it may become time to replace the batteries.

Wireless Networking
The LTP5901-IPM is a complete wireless radio module that includes the 
radio transceiver, embedded microprocessor, and SmartMesh IP network-
ing software. The LTP5901-IPM performs two functions in this application: 
wireless networking and housekeeping functions (processes). When multiple 
SmartMesh IP motes are powered up in the vicinity of a network manager, 
the motes automatically recognize each other and form a wireless mesh 
network. The entire network is automatically time-synchronized, which 
means that each radio is only powered on during very short, specific time 
intervals. As a result, each node can function not only as a source of sensor 
information, but also as a routing node to relay data from other nodes toward 
the manager. This creates a highly reliable, low power mesh network where 
multiple paths are available from each node to the manager, even though all 
nodes, including the routing nodes, operate on very low power.

The LTP5901-IPM includes an ARM® Cortex®-M3 microprocessor core that 
runs the networking software. In addition, users may write application 
firmware to perform tasks specific to the user application. In this exam-
ple, the microprocessor inside the LTP5901-IPM reads the SPI port of the 
current measurement ADC (AD7988) and reads the I2C port of the coulomb 
counter (LTC3335). The microprocessor can also put the chopper op amp 
(LTC2063) in shutdown mode, further reducing its current consumption 

from 2 µA to 200 nA. This provides additional power savings in use models 
with extremely long intervals between measurements.

Overall Power Consumption
The total power consumption of the complete application circuit depends 
on various factors, including how often the signal chain takes a reading 
and how the nodes are configured in the network. Typical power consump-
tion for a mote reporting once per second is less than 5 µA for the mea-
surement circuit and can be 40 µA for the wireless radio, allowing years of 
operation on small batteries.

Figure 3. A complete wireless current sense circuit is implemented 
on a small PCB. The only physical connections are the banana jacks 
for the current to be measured. The wireless radio module is shown 
on the right. The circuit is powered from two AAA batteries con-
nected on the back of the board.

Conclusion
Combining Linear Technology and Analog Devices signal chain, power 
management, and wireless networking products enables the design of a 
truly wireless current sense circuit. Figure 3 shows an example implemen-
tation. The new ultra low power LTC2063 chopper op amp can accurately 
read small voltage drops across a sense resistor. The entire circuit, includ-
ing the micropower ADC and voltage reference, floats with the common 
mode of the sense resistor. The nanopower LTC3335 switcher can power 
the circuit for years from a small battery, while reporting cumulative bat-
tery usage with its built-in coulomb counter. The LTP5901-IPM wireless 
module manages the entire application and automatically connects to a 
highly reliable SmartMesh IP network.
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Figure 2. The current sense circuitry floats with the sense resistor voltage. The LTC2063 chopper op amp amplifies the sense voltage and 
biases it mid-rail for the AD7988 ADC. The LT6656-3 provides the precision 3 V reference.
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bration or else they require some level of in-situ servicing to be reduced. 
For this comparison it is assumed that cross-axis sensitivity, nonlinearity, 
and sensitivity are compensated, as they require much less effort to mini-
mize compared to tempco offset drift and vibration rectification.

Table 1 shows an estimate of the consumer grade ADXL345 accelerom-
eter’s ideal performance specifications and the corresponding tilt errors. 
When trying to achieve the best possible tilt accuracy, it is imperative to 
apply some form of temperature stabilization or compensation. For this 
example, a constant temperature of 25°C is assumed. The largest error 
contributors that can’t be fully compensated out are offset over tempera-
ture, bias drift, and noise. Bandwidth can be lowered to reduce the noise 
as inclination applications typically require bandwidths below 1 kHz.

Table 1. ADXL345 Error Source Estimates

Sensor 
Parameter

Exemplary 
Performance Condition/Note Typical 

g
Application 
Error Tilt °

Noise x/y axis  
290 µg/√Hz

Bandwidth at  
6.25 Hz 0.9 mg 0.05°

Bias drift Allan deviation Short-term (for 
example, 10 days) 1 mg 0.057°

Initial 
offset 35 mg

No compensation 35 mg 2°

With compensation 0 mg 0°

Error No compensation 6.25 Hz bandwidth 36.9 mg 2.1°

Error With 
compensation 6.25 Hz bandwidth 1.9 mg 0.1°

Table 2 shows the same criteria for the ADXL355. Short-term bias values 
were estimated from the root Allan variance plots in the ADXL355 data sheet. 
At 25°C, the compensated tilt accuracy is 0.1° for the general-purpose 
ADXL345 and for the industrial grade ADXL355 the tilt accuracy is 0.005°. 
Comparing the ADXL345 and ADXL355, it can be seen that larger error con-
tributors like noise have been reduced significantly from 0.05° to 0.0045° 
and that bias drift has been reduced from 0.057° to 0.00057°. This shows 
the massive leap forward in MEMS capacitive accelerometer performance in 
terms of noise, temperature coefficient, offset, and bias drift, enabling much 
higher levels of inclination accuracy under dynamic conditions.

Question:
My consumer grade accelerometer can theoretically measure <1°of tilt. 
Will this still be possible over temperature and in the presence of vibration?

Answer:
Most likely, the answer is no. Questions around definitive tilt accuracy 
values are always difficult to answer, as many environmental factors need 
to be accounted for when it comes to MEMS sensor performance. Typically, 
consumer grade accelerometers struggle to detect less than 1° of tilt in 
dynamic environments. To show this, a general-purpose, consumer grade 
accelerometer is compared with a next-generation, low noise, low drift, 
and low power MEMS accelerometer. The comparison looks at a number  
of error sources present in tilt applications and what errors can be com-
pensated or removed.

Errors such as zero-g bias accuracy, zero-g bias shift due to soldering, 
zero-g bias shift due to PCB enclosure alignment, zero-g bias tempco, 
sensitivity accuracy and tempco, nonlinearity, and cross-axis sensitivity 
are observable and can be reduced through the postassembly calibration 
processes. Other error terms such as hysteresis, zero-g bias shift over life, 
sensitivity shift over life, zero-g shift due to humidity, and PCB bend and 
twist due to temperature variations over time can’t be addressed in cali-

Rarely Asked Questions—Issue 144
Accelerometer Tilt Measure over Temperature 
and in the Presence of Vibration
By Chris Murphy
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Table 2. ADXL355 Error Source Estimates

Sensor 
Parameter

Exemplary 
Performance Condition/Note Typical 

g
Application 
Error Tilt °

Noise 25 µg/√Hz Bandwidth at  
6.25 Hz 78 µg 0.0045°

Bias drift Allan deviation
X/Y axis short-term 

(for example,  
10 days)

<10 µg 0.00057°

Initial 
offset 25 mg

No compensation 25 mg 1.43°

With compensation 0 mg 0°

Total error No compensation 6.25 Hz bandwidth 25 mg 1.43°

Total error With 
compensation 6.25 Hz bandwidth 88 µg 0.005°

The importance of selecting a higher grade accelerometer is crucial in 
achieving required performance, especially if your application demands 
<1° tilt accuracy. Application accuracy can vary depending on application 
conditions (large temperature fluctuations, vibration) and sensor selection 
(consumer grade vs. industrial or tactical grade). In this case, the ADXL345 
will require extensive compensation and calibration effort to achieve <1° 
tilt accuracy, adding to the overall system effort and cost. Depending on the 
magnitude of vibrations in the end environment and temperature range, 
this may not even be possible. Over 25°C to 85°C, the tempco offset drift is 
1.375°—already exceeding the requirement for less than 1° of tilt accuracy.

	
0.4 × × (85°C – 25°C) = 1.375° 

mg
C

1°

17.45 mg 

For the ADXL355 the tempco offset drift from 25°C to 85°C is

	
0.15 × × (85°C – 25°C) = 0.5° 

mg
C 

1°

17.45 mg 

Vibration rectification error (VRE), as shown in Table 3, is the offset error 
introduced when accelerometers are exposed to broadband vibration. 
When an accelerometer is exposed to vibrations, VRE contributes significant 
error in tilt measurements when compared to 0 g offset over temperature 
and noise contributions. This is one of the key reasons it is left off data 
sheets, as it can very easily overshadow other key specifications.

Table 3. Errors Shown in Degrees of Tilt

Maximum Tilt 
Error 0 g Offset vs. 
Temperature(°/°C)

Noise Density (°/√HZ) Vibration Rectification 
(°/g2 rms)

ADXL354 0.0085 0.0011 0.0231

ADXL355 0.0085 0.0014 0.0231

1±2 g range in a 1 g orientation offset due to 2.5 g rms vibration.

In environments with higher magnitude vibrations, it is essential to have 
a higher g range accelerometer in order to minimize clipping leading to 
offsets. Table 4 shows the ADXL35x family of accelerometers and their 
corresponding g range and bandwidths.

Table 4. ADXL354/ADXL355/ADXL356/ADXL357 Measure-
ment Ranges

Part Measurement Range (g) Bandwidth (kHz)

ADXL354B ±2, ±4 1

ADXL354C ±2, ±8 1

ADXL355B ±2, ±4, ±8 1.5

ADXL356B ±10, ±20 1.5

ADXL356C ±10, ±40 1.5

ADXL357B ±10.24, ±20.48, ±40.96 1

Choosing a part from the ADXL35x family for tilt applications will provide 
high stability and repeatability, and this family is robust to temperature fluc-
tuation and broadband vibration, as well as requires less compensation and 
calibration compared to a lower cost accelerometer. The hermetic package 
helps ensure that the end product conforms to its repeatability and stability 
specifications long after it leaves the factory. By providing repeatable tilt 
measurement under all conditions, Analog Devices’ next-generation acceler-
ometers enable minimal tilt error without extensive calibration in harsh envi-
ronments, as well as minimizing the need for post-deployment calibration.

Chris Murphy [christopher.murphy@analog.com] is an applications engineer 
with the European Centralized Applications Center, based in Dublin, Ireland. 
He has worked for Analog Devices since 2012, providing design support on 
motor control and industrial automation products. He holds a master’s of 
engineering in electronics by research and a bachelor’s of engineering in 
computer engineering.
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high efficiency in back off condition, and good stability over temperature. 
There are some drawbacks to TWTs that include poor long-term reliability, 
lower efficiency, and they need very high voltage to operate (~1 kV or 
higher). Given the long-term reliability of semiconductor ICs, there has been 
a push toward these electronics for many years, starting with GaAs. When 
possible, many systems engineers have worked to combine multiple GaAs 
ICs to generate large output power. Entire companies have been created 
based entirely on combining technology and doing it efficiently. There are 
many different types of combining technologies, such as spatial combining, 
corporate combining, etc. These combining techniques all suffer from the 
same fate—combining has loss and, ideally, you would not have to use these 
combining techniques. This motivates us to use high power electronics to 
start the design. The easiest way to increase the RF power from a power 
amplifier is to increase the voltage, which has made gallium nitride transistor 
technologies so attractive. If we compare the various semiconductor pro-
cess technology, we can see how the power generally increases with high 
operating voltage IC technology. Silicon germanium (SiGe) technology uses a 
relatively low operating voltage of 2 V to 3 V, but is very attractive for its inte-
gration benefits. GaAs has been used widely for power amplifiers for many 
years in microwave frequencies and has operating voltages of 5 V to 7 V. 
Silicon LDMOS technology operating at 28 V has been used for many years in 
telecommunications, but it is mainly useful below 4 GHz, so it’s not as widely 
used in broadband applications. The emergence of GaN technology operating 
at 28 V to 50 V on a low loss, high thermal conductivity substrate like silicon 
carbide (SiC) has opened up a range of new possibilities. Today, GaN on sili-
con technology is limited to operation below 6 GHz. The RF losses associated 
with the silicon substrate and its lower thermal conductivity compared to 
SiC compromises the gain, efficiency, and power as the frequency increases. 
Figure 1 shows a comparison of various semiconductor technologies and 
how they compare to each other.

GaN/SiC

GaN/Si

GaAs1 W

10 W

100 W

1000 W

SiGe

1 GHz 10 GHz 100 GHz
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w
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LDMOS

Figure 1. A process technology comparison of microwave frequency 
range power electronics.

Introduction
The increasing demand for higher data rates in telecommunications and 
higher resolution in industrial systems is pushing the frequency of opera-
tion higher for the electronics that support them. Many of these systems 
operate over a wide frequency spectrum and further increased bandwidth 
requirements are a common request for new designs. Across many of 
these systems there is a push to use one signal chain for all frequency 
bands. Advancements in semiconductor technology have led to break-
throughs in capability for high power and wideband amplifiers. An area that 
was once dominated by traveling wave tubes has begun to cede ground 
to semiconductor devices thanks to the GaN revolution that is sweeping 
the industry and enabling MMICs that generate >1 W of power over many 
decades of bandwidth. As shorter gate length GaAs and GaN transistors 
become available, coupled with improved circuit design techniques, new 
devices are becoming available that can perform comfortably to millimeter 
wave frequencies, opening new applications that were hard to contemplate 
a decade ago. This article will briefly describe the state of the semiconductor 
technology that is enabling these developments, circuit design consider-
ations to achieve optimum performance, and examples of both GaAs and 
GaN wideband power amplifiers (PAs) that demonstrate today’s technology.

Many wireless electronic systems operate over wide frequency ranges. In 
the military industry, there are radar bands from a few hundred MHz to many 
GHz. There are electronic warfare and electronic countermeasure systems 
required to work over very wide bandwidth. Threats can come at a variety 
of frequencies, such as MHz to 20 GHz, or even higher frequencies today. As 
more electronics become available at higher frequencies, the need for higher 
frequency electronic warfare systems will proliferate. In telecommunications, 
base stations operate from 450 MHz to ~3.5 GHz and continue to increase as 
the need for more bandwidth continues. Satellite communications systems 
operates from mainly C-band to Ka-band. Instrumentation used to measure 
these different electronics needs to work over all required frequencies to 
be universally accepted. As a result, the systems engineer faces challenges 
trying to design electronics to cover the entire frequency range. Given the 
possibility of having one signal chain cover the entire frequency range, most 
systems engineers and procurement folks would be very excited. There are 
many advantages to having one signal chain cover the entire frequency 
range, including simpler design, faster time to market, less component inven-
tory to manage, and more. The challenge with the one signal chain approach 
is always related to the performance degradation that comes with a wide-
band solution vs. a narrow-band solution. At the heart of this challenge is 
the power amplifier, which commonly has superior performance in terms of 
power and efficiency when tuned over a narrow bandwidth.

Semiconductor Technology
In years past, traveling wave tube (TWT) amplifiers have dominated higher 
power electronics as the output power amplifier stage in many of these 
systems. There are some nice attributes to TWTs, including capability of kWs 
of power, operation over octaves or even multiple octaves of bandwidth, 

GaN Breaks Barriers—RF Power Amplifiers  
Go Wide and High
By Keith Benson

https://twitter.com/intent/tweet?text=GaN%20Breaks%20Barriers%E2%80%94RF%20Power%20Amplifiers%20Go%20Wide%20and%20High%20%7C%20Analog%20Devices&url=http%3A%2F%2Fwww.analog.com%2Fen%2Fanalog-dialogue%2Farticles%2Frf-power-amplifiers-go-wide-and-high.html%23.WbA5QZoebwo.twitter&related=
https://www.facebook.com/dialog/share?app_id=140586622674265&display=popup&href=http%3A%2F%2Fwww.analog.com%2Fen%2Fanalog-dialogue%2Farticles%2Frf-power-amplifiers-go-wide-and-high.html%23.WaWnNhYAXhg.facebook&picture=&title=GaN+Breaks+Barriers%E2%80%94RF+Power+Amplifiers+Go+Wide+and+High+%7C+Analog+Devices&description=&redirect_uri=http%3A%2F%2Fs7.addthis.com%2Fstatic%2Fthankyou.html
https://www.linkedin.com/shareArticle?mini=true&url=http%3A%2F%2Fwww.analog.com%2Fen%2Fanalog-dialogue%2Farticles%2Frf-power-amplifiers-go-wide-and-high.html%23.WaQr4qiONZE.linkedin&title=GaN+Breaks+Barriers%E2%80%94RF+Power+Amplifiers+Go+Wide+and+High+%7C+Analog+Devices&ro=false&summary=&source=


 Analog Dialogue Volume 51 Number 346

The emergence of GaN technology has created an industry shift away from 
TWT amplifiers and a move toward GaN amplifiers as the output stage of 
many of these systems. The driver amplifier in many of these systems is 
still commonly GaAs, as much of this technology already exists and con-
tinues to be improved. Next we will look at how to use circuit design to 
extract as much power, bandwidth, and efficiency out of these wideband 
power amplifiers. Certainly GaN-based designs are capable of higher 
output powers than GaAs-based designs, and the design considerations 
are largely the same.

Design Considerations
There are different topologies and design considerations for the IC designer 
to use when choosing how to start a design to optimize power, efficiency, 
and bandwidth. The most common type of monolithic amplifier design is 
a multistage, common-source, transistor-based design, also known as a 
cascade amplifier design. Here the gain multiplies from each stage, leading 
to high gain and allowing us to increase output transistor sizes in order to 
increase the RF power. GaN offers benefits here because we are able to 
greatly simplify the output combiners, reducing loss, and thereby improv-
ing efficiency, as well as shrinking the die size, as shown in Figure 2. As a 
result, we are able to achieve wider bandwidths and improve performance. 
A less obvious benefit of going to GaN devices from GaAs is to achieve 
a given RF power level, perhaps 4 W—the transistor size will be less, 
which will result in higher gain per stage. It will lead to fewer stages per 
design and ultimately higher efficiency. The challenge with this cascade 
amplifier technique is that it is difficult to achieve bandwidths over an 
octave without significantly compromising the power and efficiency, even 
with the help of GaN technology.

C-Band 4 W GaAs PA Equivalent GaN PA

Figure 2. Comparison of multistage GaAs PA vs. an equivalent GaN PA.

Lange Coupler
One approach to achieve wide bandwidth design is to implement a balanced 
design with Lange couplers on the RF input and output, shown in Figure 3. 
Here the return loss is ultimately dependent on the coupler design, as it 
becomes easier to optimize the gain and power response over frequency 
without also needing to optimize the return loss. Even while using Lange 
couplers, it becomes more difficult to achieve bandwidths over an octave, but 
they do offer a very nice return loss for the design.

Lange
Coupler

Lange
Coupler

Figure 3. Balanced amplifier using Lange couplers.

Distributed Amplifier
The next topology to consider is the distributed power amplifier shown 
in Figure 4. The benefit of a distributed power amplifier is accomplished 
by incorporating the parasitic effects of the transistor into the matching 
networks between devices. The input and output capacitances of the 
device can be combined with the gate and drain line inductance, respec-

tively, to make the transmission lines virtually transparent, excluding 
transmission line loss. By doing this, the gain of the amplifier should only 
be limited by the transconductance of the device and not the capacitive 
parasitics associated with the device. This only happens if the signal 
traveling down the gate line is in phase with the signal traveling down 
the drain line, so that each transistor’s output voltage adds in phase with 
the previous transistors output. The signal traveling to the output will 
constructively interfere so that the signal grows along the drain line. Any 
reverse waves will destructively interfere since these signals will not be 
in phase. The gate line termination is included to absorb any signals that 
are not coupled to the gates of the transistors. The drain line termination 
is included to absorb any reverse traveling waves that could destruc-
tively interfere with the output signal and improve the return loss at low 
frequencies. As a result, multiple decades of bandwidth are able to be 
realized from kHz to many GHz. This topology is popular when more than 
an octave of bandwidth is needed and there are some nice benefits, such 
as flat gain, good return loss, high power, etc. An illustration of a distrib-
uted amplifier is shown in Figure 4.

RFIN

RFOUT

VGG

VDD

Slice 1 Slice N

Figure 4. A simplified block diagram of a distributed amplifier.

One challenge here with distributed amplifiers is that the power capability is 
dictated by the voltage applied to the device. Since there is no narrow-band 
tuning capability, you are essentially providing a 50 Ω impedance to the 
transistor or close to it. When we consider Equation 1, the average power 
of a power amplifier, RL or optimum load resistance, essentially becomes 
50 Ω. Therefore, the achievable output power is set by the voltage applied 
to the amplifier such that if we want to increase the output power, we need 
to increase the voltage applied to the amplifier.

	
POUT =

VDD2
2 × RL

This is where GaN becomes very helpful, as we can quickly go from a 5 V 
supply voltage with GaAs to a 28 V supply voltage in GaN, and the achiev-
able power goes from 0.25 W to almost 8 W simply by changing from GaAs 
to GaN technology. There will be other considerations to look at such as the 
gate length of the process available in GaN and if they can achieve the gain 
you need at the high frequency end of the band. As time progresses, more 
of these GaN processes become available.

The fixed RL of 50 Ω for distributed amplifiers is different compared to 
the cascaded amplifier where we change the resistance value presented 
to the transistor by matching networks to optimize the power from the 
amplifier. There is a benefit in optimizing the resistance value presented to 
the transistor with cascade amplifiers in that it can improve the RF power. 
Theoretically, we can continue increasing the transistor periphery size to 
continue increasing the RF power, but there are practical limitations to this 
such as complexity, die size, and combining loss. The matching networks 
also tend to limit the bandwidth, as they become difficult to provide an 
optimum impedance over wide frequencies. In the distributed power ampli-
fier there are only transmission lines whose purpose is to have the signals 
constructively interfere along the amplifier, rather than matching networks. 
There are additional techniques to further improve the power in distributed 
amplifiers, such as using a cascode amplifier topology to further increase 
the voltage supply to the amplifier.
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Results
We have shown that there are various techniques and semiconductor tech-
nologies that offer trade-offs in providing optimum power, efficiency, and 
bandwidth. Each of these different topologies and technologies will likely 
have a place in the semiconductor world, as they each provide benefits, 
which is why they have survived to this day. Here we’ll focus on a few results 
that we believe show what is possible with these technologies today to 
achieve high power, efficiency, and bandwidth.

Today’s Product Capability
We’ll look at a GaAs-based, distributed power amplifier operating from dc 
to 30 GHz, which is a product released from Analog Devices, HMC994A. 
This part is interesting because it covers many decades of bandwidth, lots 
of different applications, and achieves high power and efficiency. The per-
formance is shown in Figure 5. Here we see a saturated output power  
covering MHz to 30 GHz with over 1 W of power and a power added effi-
ciency (PAE) of 25% nominal. This particular product also has a strong 
third-order intercept (TOI) performance of 38 dBm nominal. This result 
shows that with GaAs-based designs we are able to achieve an efficiency 
that is close to what is possible with many narrow-band power amplifier 
designs. The positive gain slope with frequency, high PAE, wideband power 
performance, and strong return loss make the HMC994A an interesting 
product.
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Figure 5. HMC994A gain, power, and PAE vs. frequency.

It’s also interesting to see what is achievable with GaN-based technology. 
Analog Devices offers a standard product, HMC8205BF10, which is based 
in GaN and combines high power, efficiency, and bandwidth. This product 
operates from a 50 V power supply and provides 35 W of RF power at 35% 
nominal efficiency with ~20 dB of power gain covering over a decade of 
bandwidth. In this case, a single IC is able to provide roughly 10× more 
power compared to similar approaches in GaAs. In years past, this would 
have required a complicated combining scheme of GaAs die that would not 
have been able to reach the same efficiency. This product demonstrates 
what is possible with GaN technology covering wide bandwidths and  
providing high power and efficiency, as shown in Figure 6. It also shows 
progress in high power electronic packaging technology, as this part is 
housed in a flange package capable of supporting continuous wave (CW) 
signals needed for many military applications.
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Figure 6. HMC8205BF10 power gain, PSAT, and PAE vs. frequency.

Summary
The emergence of new semiconductor materials like GaN have opened 
the possibilities to reach higher power levels covering wide bandwidths. 
Shorter, gate length GaAs devices have extended frequency ranges from  
20 GHz to 40 GHz and beyond. The reliability of these devices is shown in 
literature to exceed 1 million hours, making them ubiquitous for modern 
day electronic systems. We expect the trends of higher frequencies and 
wider bandwidth to continue into the future.

Keith Benson [keith.benson@analog.com] graduated from the University of 
Massachusetts, Amherst with a B.S.E.E. in 2002 and from the University of 
California, Santa Barbara with an M.S.E.E. in 2004. He spent much of his early 
career at Hittite Microwave designing ICs used in RF wireless electronics. 
He then moved to manage a team of IC design engineers focusing on 
wireless communication links. In 2014, Hittite Microwave was acquired by 
Analog Devices where he became a product line director for RF/microwave 
amplifiers and phased array ICs. Keith currently holds three U.S. patents 
related to novel amplifier techniques.
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contrast and dependence on luminosity is a common struggle. This 
struggle is almost eliminated with logarithmic imagers, which is key for 
video analytics applications. Overall, video analytics applications operating 
within IoT are enhanced with node analytics and logarithmic imagers.

Intelligence at the Edge
By processing the data based upon expected visual events, the measured 
data can be transformed quickly into appropriate actions with little or 
no data communicated to a cloud server. This quick analysis of video 
data, instead of transmitting to the cloud, localizes the decision making 
process and improves the latency in the system. The latency in decision 
making is not only reduced significantly, but the security is enhanced by 
eliminating the transmission of data that would normally introduce the risk 
of interception.

Only the most valuable information needs to be connected beyond the 
node and into the cloud for predictive or behavioral processing. This 
optimized partitioning of data maximizes cloud value, because full 
bandwidth of a video analytics frame is typically not needed. Most of the 
visual data from frame to frame is static on a fixed mounted camera that 
can be filtered at the node. Edge node video analytics can provide many 
filtered interpretations to differentiate expected object types: car, truck, 
bicycle, human, animal, etc. This decimation reduces data bandwidth and 
associated computational power that otherwise would be required within 
a cloud server to analyze the full frame rate of video data transmitted 
downstream. This reduction in bandwidth can be a two or three orders of 
magnitude improvement over cloud computing applications, which is a key 
improvement offered by node analytics.

Logarithmic Imaging
Video analytics applications can be improved further by addressing 
common concerns related to conventional imagers with the substitution of 
logarithmic imaging. Most conventional imagers are linear and use pixels 
that generate a voltage that is a linear function of light, which can result 
in a limited contrast. Linear imagers also utilize a uniform exposure phase 
that limits their dynamic range to the pixel exposure time within the frame 
rate. Lastly, conventional imager contrast is dependent on luminosity, 
which can introduce reflection-related contrast issues. These common 
problems are eliminated with the substitution of a logarithmic imager by 
using pixels that generate a voltage that is a logarithmic function of light. 
The differences between a traditional imager and a logarithmic imager can 
be observed in Figures 1, 2, and 3.

A Mix of Logarithmic Imaging and Node Analytics
Video analytics applications operating within the Internet of Things 
(IoT) can be improved by using node analytics and logarithmic imagers. 
Video analytics applications attempt to take advantage of the abundant 
information in the everyday world for several reasons. These reasons 
range from facial recognition to everyday surveillance, but the majority are 
centered on predictive and behavioral analysis. The information gathered in 
these applications can be processed extensively at a higher level by cloud 
computing. However, in-depth processing has its limitations and can be 
improved in many ways by adding node analytics and logarithmic imagers 
to the mix.

By adding node analytics to the mix, data analysis can be improved by 
eliminating communication with the cloud. Cloud computing requires 
two, if not three orders of magnitude of more bandwidth than node 
analytics applications. As a result, node analytics consumes much less 
computational power and latency is decreased. Densely populated 
markets, chaotic traffic sections, and city parking spaces are some of the 
intricate atmospheres that can be sensed for predictive and behavioral 
analysis using node analytics. High level processing of these environments 
performed in the cloud can advance business strategies, divert general 
traffic flow, and improve the efficacy of government-managed parking 
spaces. However, by implementing lower level software at the sensor node 
instead of performing analysis in the cloud—latency, bandwidth, security, 
and power can be improved in these scenarios.

In addition to intelligence at the node, adding logarithmic imagers to the 
mix can strengthen these systems by providing advantages in areas where 
conventional imagers fall short. Logarithmic imagers provide a higher 
dynamic range for image processing, in addition to reduced dependence 
on luminosity changes. For example, shadows, reflections, abrupt changes 
in light, and high contrast scenarios are the areas in which a logarithmic 
imager can outperform a conventional imager. The resolution of these 
issues in video applications can bolster data capture, which strengthens 
the analytics at the node. By improving data capture, the overall video 
analytics application can be significantly improved.

The improvements offered by node analytics and logarithmic imagers 
can help solve problems in video analytics applications operating within 
the IoT. Some of the engineering difficulties common to IoT applications 
are security, decision making latency, data bandwidth, and computational 
power. These engineering problems are greatly reduced with the 
elimination of data transmission, which is why at-the-node analytics 
is attractive for IoT applications. In video analytics applications, limited 
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Figure 1. Conventional image exposure.

Figure 2. ADIS17002 logarithmic image exposure.

Figure 3. ADIS17002 logarithmic image exposure with built-in edge 
detection.

Some conventional imagers struggle with contrast-related difficulties 
that hinder users from fully capturing their target environment. These 
contrast issues stem from the linear properties of the voltage generation 
within each pixel. The voltage that is generated within a linear imaging 
pixel is directly proportional to the amount of photons striking it; as result, 
the dynamic range is limited compared to its logarithmic counterpart. 
The reduced contrast associated with these linear imagers is a result of 
the reduced dynamic range. This reduced contrast can corrupt analytics 
at the sensor node in IoT applications, ultimately affecting the overall 
system performance. The logarithmic imager provides for a wider range 
of light levels and, thus, increased contrast due to the pixel voltage being 
logarithmically generated. However, this increased contrast results in 
higher sensitivity to light, which can be an undesired effect in some 
applications. Alternatively, this increased sensitivity to luminosity can be an 
advantage—it all depends on the application.

Video capture with conventional imagers can be further obstructed by 
reflections in sunny or bright environments. For example, facial recognition 
in vehicles can become increasingly difficult when reflections are present 
on the windshield. This obstruction of video capture can negatively 
impact video analytics by introducing errors in the system or by the loss 
of crucial data. These reflections are introduced because linear imager 
contrast between pixels is dependent on luminosity; as a result, reflections 
are more prominent. This dependence on luminosity can be observed in 
Equation 1. Alternatively, logarithmic imager contrast is independent of 
luminosity, due to its natural logarithmic properties, which helps mitigate 
reflections or abrupt changes in light. The independence of luminosity for 
logarithmic imagers can be observed by Equation 2.

     
(1)Linear Image ContrastAB= PixelAI – PixelBI = I(PixelA – PixelB ) 

     
 log

Logarithmic Image ContrastAB= log(PixelAI) – log(PixelBI) = 
 (PixelAI)
(PixelBI) = log  = log(PixelA ) – log(PixelB )

 (PixelA)
(PixelB)

(2)

Beyond Individual Components
Analog Devices is going beyond individual components in order to offer 
platform-level solutions; these solutions help customers rapidly deploy 
proven intelligent solutions with improved performance at a lower 
system cost. Smart applications start with reliable and accurate data 
that is achieved by ADI’s advanced sensing and measuring capabilities. 
In addition, Analog Devices is partnering up with customers to develop 
unique, system-level solutions that approach the whole problem. One of 
these solutions, which is capable of quarter video graphics array (QVGA) 
imaging analytics, is the ADIS1700x.
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Figure 4. Functional block diagram.
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The ADIS1700x is a QVGA analytics imager module in a small form factor 
with logarithmic sensitivity, combined with digital signal processing that 
optimizes video performance. The module utilizes a low power Blackfin 
processor to offer the ability to perform analytics at the node, in addition 
to an accelerometer for image stabilization, tilt, and impact detection. 
It also utilizes built-in edge detection for tracking and counting object 
motion. Each 14 μm × 14 μm pixel has a unique exposure phase, unlike 
conventional imagers. Conformal coating for outdoor operation make this a 
perfect module for mass deployment that allows the creation of emerging 
smart city and building applications. The ADIS17001 provides a 110° field 
of view (FOV) lens, while the ADIS17002 provides a 67° FOV lens. These 
two options provide for a diverse range of target applications, which 
include parking spot monitoring, parking violation enforcement, traffic 
queue detection, and industrial analytics.

Overall, video applications in IoT can be significantly improved with node 
analytics and logarithmic imagers, which is the approach Analog Devices 
is taking with the release of the ADIS1700x. Node analytics, instead of 
cloud computing, can benefit IoT applications moving forward. Logarithmic 
imagers have benefits that its counterpart cannot match, improving 
IoT applications even further. In summary, video analytics applications 
operating within the IoT combined with node analytics and logarithmic 
imagers makes for a robust, system-level solution.

Tyler Jesiel [tyler.jesiel@analog.com] is a product engineer in the Autonomous 
Inertial MEMS Group at Analog Devices, primarily working on system in 
package (SiP) solutions and inertial measurement units (IMUs). His experience 
includes characterization, design verification, and test automation. He 
received his B.S.E.E. from the University of Michigan, Ann Arbor, and he is 
actively pursuing an M.S.E.E. at North Carolina State University.
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Figure 5. ADIS17002 at angle (left), above at the lens side of the board (center), and back side (right).
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Share on

back resistors directly across the two pins and not having additional trace 
length in the feedback path. There is a simple filter between the amplifier 
and ADC that reduces the wideband noise of the amplifier and improves 
the SNR of the system. This filter also attenuates the sampling glitches 
from the ADC before they reach the amplifier. This helps keep the output 
network of the ADA4927 from oscillating in response to these glitches. 
This filter network can be modified to accommodate a wide range of input 
bandwidth requirements.
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15 Ω
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250 Ω
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5 pFVIN
200

200

–

+
ADA4927-1 ADC
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Figure 1. Schematic showing an ADA4927-1 driving one channel of 
the LTC2185.

Figure 2. Layout showing an ADA4927-1 driving one channel of the 
LTC2185.

Figure 3 and Figure 4 show the SNR and SFDR of the LTC2185 and 
ADA4927-1 combination. The SFDR stays above 67 dB out to 125 MHz 
while the SNR is better than 63 dB to the same frequency. This combination 
only consumes 250 mW. With a sample rate of 125 MSPS, this combination 
provides good performance through the entire second Nyquist zone 
where other amplifiers begin to have poor linearity.

The LTC2185 is a 125 MSPS, 16-bit ADC with excellent noise and linearity 
performance while only consuming 185 mW per channel. It is ideal for 
demanding, low power applications that require excellent ac performance. 
A high performance ADC like the LTC2185 requires a high performance 
amplifier driving it to maintain its excellent performance. The ADA4927-1 
delivers the linearity performance required by the LTC2185 while only 
consuming 215 mW. The well designed package of the ADA4927-1 allows 
for a simple layout that reduces parasitic capacitance in the feedback path 
that can erode the phase margin of the amplifier. This combination of ADC 
and driver allows for excellent performance from 62.5 MHz to 125 MHz a 
region, where other high speed amplifiers are lacking.

The LTC2185 is a 2-channel, simultaneous sampling parallel ADC that 
offers a choice of full-rate CMOS or double data rate (DDR) CMOS/LVDS 
digital outputs. Pin-compatible speed grade options include 25 MSPS, 
40 MSPS, 65 MSPS, 80 MSPS, and 105 MSPS with approximate power 
dissipation of just 1.5 mW/MSPS per channel. It includes popular features 
such as the digital output randomizer and alternate bit polarity (ABP) mode 
that minimize digital feedback when using parallel CMOS outputs. Analog 
full power bandwidth of 550 MHz and ultralow jitter of 0.07 ps rms allow 
under-sampling of IF frequencies with excellent noise performance. To 
maintain this level of performance, the LTC2185 needs to be driven with 
an appropriate amplifier like the ADA4927-1.

The ADA4927 is a high speed, differential current feedback amplifier. 
Fabricated on Analog Devices’ silicon-germanium process, the ADA4927-1 
has excellent distortion and an input voltage noise of only 1.3 nV√Hz. 
This allows it to drive high speed ADCs like the LTC2185. The gain of the 
ADA4927-1 is set with external feedback resistors located next to the input 
pins. By keeping the feedback pins and input pins close on the package, 
the ADA4927-1 provides a clean layout and minimizes the parasitic capac-
itance in the feedback network. This makes the ADA4927-1 an ideal choice 
for driving high performance ADCs, like the LTC2185, from dc to 125 MHz.

Figure 1 shows a schematic of the ADA4927-1 driving the LTC2185. The 
corresponding layout is shown in Figure 2. The feedback pins on the 
ADA4927-1 are adjacent to the input pins, which minimizes the parasitic 
capacitance of the feedback node and improves the phase margin of the 
amplifier. It also simplifies the layout by making it possible to place feed-

Uncompromising Linearity from the LTC2185 
and ADA4927-1
By Clarence Mayott
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Figure 3. SNR of the LTC2185 driven with the ADA4927-1.

Frequency (MHz)

40 50 60 70 80 90 100 110 120 130 140
45

80

75

70

65

60

55

50

SFDR vs. Input Frequency

S
N

R
 (d

B
FS

)

Figure 4. SFDR of the LTC2185 driven with the ADA4927-1.

Using the ADA4927-1 to drive the LTC2185 provides excellent linearity 
while keeping the power consumption low. The fact that the ADA4927-1 
stays very linear out to 125 MHz allows this ADC amplifier combination 
to be used in demanding communication and medical applications that 
require the use of the second Nyquist zone of the LTC2185. The pin out 
of the ADA4927-1 and filter design minimize the complexity of the layout 
while maintaining excellent performance on a low power budget.

Clarence Mayott [clarence.mayott@analog.com] is a mixed-signal application 
section leader with over 10 years of experience at Linear Technology.

Clarence designed demo boards with complete signal chains combining 
amplifiers and ADC combinations to help end customers evaluate systems 
more easily. He also designed companion boards, including clock and signal 
source boards, to help facilitate the evaluation of high speed ADC demo 
boards. Clarence manages the continued development of PScope, the 
software used for various pipeline and SAR ADCs.

With the release of the LTC2000, Clarence has expanded his knowledge base 
to include high speed DACs and waveform generation, in addition to high 
speed ADCs. As an application section leader, he oversees the continued 
development of LTDACGen—a new software tool for generating complex 
waveforms for high speed DACs.

Clarence holds an M.S. degree in electrical engineering from Santa Clara 
University and a B.S. degree in electrical engineering from California 
Polytechnic State University, San Luis Obispo.
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Figure 1. The differential input, single-ended output amplifier.

Generally, this technique provides a more stable reading when EMI or RFI is 
present and, therefore, it is recommended when noise is a problem. This  
is especially true when measuring thermocouple, strain gage, and bridge 
type pressure sensor inputs, since they produce very small signals in a 
noisy environment.

This circuit can offer a performance improvement over single-ended inputs 
by not only measuring the difference in voltage between the positive and  
negative terminals of the sensor, but also providing common-mode rejection 
with some system gain. Furthermore, the sensor ground can be different 
from the analog ground. An output voltage referenced to ground is important 
in many applications. The accuracy of the system depends on the tolerance 
of the network resistors.

The circuit can convert a differential input to a single-ended output with an 
adjustable gain. The gain of the system can be set by the ratio of RF and 
RG1 with the assumption that RG2 = RG1 and amplifier B has a gain of –1.

For example, the ADA4807-2, a 180 MHz dual amplifier, can be built as an 
inverting amplifier for this application and this circuit provides lower noise. 
With a low quiescent current of 1000 μA per amplifier, the circuit is ideal 
for low power, high resolution data conversion systems.

The input common mode can go beyond the supply voltages. The output is 
rail to rail, which makes it useful in the presence of a large common-mode 
signal or a large output voltage applications. For example, the data acquisi-

Question:
How do I make a low cost, low power, differential input into a single-ended 
output amplifier?

Answer:

Introduction
In many applications, there are requirements of low power, high performance 
differential amplifiers to convert small differential signals to a readable 
ground referenced output signal. Input voltages at two inputs usually share 
a large common-mode voltage. The differential amplifier rejects the com-
mon-mode voltage and the remaining voltage is amplified and presented 
on the amplifier output as single-ended voltage. The rejected voltage can 
either be ac or dc, and this common-mode voltage is typically larger than 
the differential input voltage. The effectiveness of the rejection diminishes 
as the frequency of the common-mode voltage increases. Amplifiers within 
the same package have better matching, the same parasitic capacitance, 
and no external wiring is needed. Therefore, a high performance, high band-
width dual amplifier performs better with frequency than discrete amplifiers.

A simple solution is to use dual precision amplifiers with a resistive gain 
network, as shown in Figure 1. This circuit shows a simple way of convert-
ing a differential input to a single-ended output with adjustable gain. The 
gain of the system can be set by Equation 1:

	
VOUT = Gain × (VIN1 – VIN2) (1)

Where gain = RF/1 kΩ and (VIN1 – VIN2) is the differential input voltage

Rarely Asked Questions—Issue 145
A Low Power, Low Cost, Differential Input  
to a Single-Ended Output Amplifier
By Chau Tran and Jordyn Rombola
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tion board has an ADC that accepts a single-ended input of 0 V to 5 V. How-
ever, the signal source happens to be differential voltage generated from a 
sensor bridge where one terminal swings positive while the other swings 
negative in response to pressure in the presence of common noise.

VIN2
VIN1
VOUT, G = 4
VOUT, G = 2
VOUT, G = 1

Figure 2. The performance of the simple differential to  
single-ended amplifier.

The plot in Figure 2 was taken by applying a differential input voltage and 
varying the gain of the circuit. The value of RF sets the gain of the system. 
As one can observe, the plot shows the system gain of 1, 2, and 4, with the 
differential input voltage of 1 V p-p at 1 kHz.

The circuit is useful for measuring a small difference between two large 
voltages. For example, consider a solution with a simple 1% accuracy of 
monitoring a typical Wheatstone bridge circuit that is excited by 3 V/GND  
in a 3 V battery-powered system. Using 1% resistors or better will allow for 
the level of accuracy needed, and the circuit will reject any common mode 
and amplify the attenuated bridge signal by the gain that the circuit is set 
for. If driving an ADC, some level-shifting will need to be applied to get the 
output signal in the range of 0 V to 5 V.

This circuit offers a combination of excellent distortion with low quiescent 
current. The 2 op amp solution results in lower system cost and the use of 
a differential amplifier yields better performance.

Chau Tran [chau.tran@analog.com] joined Analog Devices in 1984 and works in the 
Integrated Amplifier Products (IAP) Group in Wilmington, MA. In 1990, he graduated 
with an M.S.E.E. degree from Tufts University. Chau holds more than 10 patents and 
has authored more than 10 technical articles.

Jordyn Rombola [ jordyn.rombola@analog.com] is a product engineer in the Linear 
and Precision Technology (LPT) Group here at ADI. She joined Analog Devices in 
January 2014 after finishing her bachelor’s degree in electrical and computer 
engineering from Worcester Polytechnic Institute (WPI).
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