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PRODUCT NEWS

HIGH-SIDE CURRENT/POWER SENSOR
Microchip Technology recently introduced the PAC1921, a 

high-side current sensor with both a digital output, as well as a 
configurable analog output that can present power, current or 
voltage over the single output pin. Simultaneously, all power related 
output values are also available over the 2-Wire digital bus, which 
is compatible with I2C. The PAC1921 is available in a 10-lead 3 
× 3 mm VDFN package. It was designed with the 2-Wire bus to 
maximize data and diagnostic reporting, while having the analog 

output to minimize data latency. The analog output can also be 
adjusted for use with 3-, 2-, 1.5-, or 1-V microcontroller inputs.

The PAC1921 is ideal for networking, power-distribution, 
power-supply, computing and industrial-automation applications 
that cannot allow for latency when performing high-speed power 
management. A 39-bit accumulation register and 128 times gain 
configuration make this device ideal for both heavy and light 
system-load power measurement, from 0 to 32 V. It has the ability 
to integrate more than two seconds of power-consumption data. 
Additionally, the PAC1921 has a READ/INT pin for host control of 
the measurement period; and this pin can be used to synchronize 
readings of multiple devices.

The PAC1921 is supported by Microchip’s $64.99 PAC1921 High-
Side Power and Current Monitor Evaluation Board (ADM00592). The 
PAC1921 is available for sampling and volume production, in a 10-
lead 3 × 3 mm VDFN package, starting at $1.18 each in 5,000-unit 
quantities.

Microchip Technology | www.microchip.com

HIGH-RESOLUTION RESISTIVE SENSING SIGNAL CONDITIONER
Texas Instruments recently introduced the PGA900 high-

resolution resistive sensing signal conditioner. The PGA900 
enables the fast and precise 24-bit measurement of conditions 
such as pressure, flow, strain, or liquid levels. Its programmable 
core enables flexible linearization and temperature compensation 
for numerous resistive bridge sensing applications.

Key features and benefits include:

• Fast, precise sensor signal and temperature compensation: 
Integrates two 24-bit ADCs to provide high-resolution 
signal acquisition. Low-drift voltage reference of 10 
ppm/°C, maximum, enables high accuracy across the 
–40°C to 150°C operating temperature range.

• Integrated 14-bit DAC: Enables highly linear analog 
outputs.

• User-programmable temperature and nonlinearity 
compensation algorithms: Integrated ARM Cortex-M0 
core allows developers to use proprietary temperature 
and nonlinearity compensation algorithms to differentiate 
their end products.

• Simple calibration: One-wire interface allows 
communication, configuration and calibration through 
the power supply pin without using additional lines.

• Wide input voltage allows direct connection to the power 
supply: Integrated power management circuitry accepts 
input voltages ranging from 3.3 to 30 V to simplify the 
design and provide reliability.

With the PGA900 evaluation module (EVM), you can to quickly 
and easily evaluate the device’s performance and integrated 
features. The PGA900EVM is available for $249. You can download 
PGA900 example software and the user’s guide, as well as the 
PSpice and TINA-TI Spice and TINA-TI models, at www.ti.com.

The PGA900 resistive sensing conditioner comes in a 6 mm × 
6 mm very thin quad flat no-lead (VQFN) package. It costs $4.50 
in 1,000-unit quantities.

Texas Instruments | www.ti.com

http://www.microchip.com
http://www.ti.com
http://www.ti.com
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PRODUCT NEWS

700-V HVICs INCREASE SYSTEM RELIABILITY, SHRINK BOARD SPACE
Infineon Technologies recently launched a family of 

rugged, reliable 700-V High-Voltage ICs (HVICs) optimized for 
solar, power supply, uninterruptible power supplies (UPS), 
welding, and industrial drive applications. The 700-V offering 

enables designers of high-voltage power stages to simplify 
their designs while making them more robust.

The new IR7xxxS series of HVICs feature sink/source 
ratings from 60 to 2,300 mA and utilize PN junction 
technology. Available in half bridge and high- and low-
side configurations, the new HVICs are optimized for 700-
V MOSFETs and 650-V IGBTs and offer full driver capability 
with extremely fast switching speeds to reduce magnetics 
component count.

Other key features of the new devices include under-
voltage lock-out protection for both channels, lower di/dt gate 
driver for better noise immunity. In addition, the HVICs are 
tolerant to negative transient voltage dv/dt, offer matched 
propagation delay for both channels and are 3.3- and 15-V 
input logic compatible.

The new IR7xxxS series is available in surface-mount (8-
SOIC) packages in high volume. The lead-free devices are 
RoHS-compliant.

Infineon Technologies | www.infineon.com

VIDEO DECODER WITH MIPI-CSI2 OUTPUT INTERFACE  
SUPPORTS NEXT-GENERATION SoCs 

Intersil Corp. recently introduced the TW9992 analog 
video decoder, which features an integrated MIPI-CSI2 output 
interface that provides compatibility with the newest SoC 
processors. The decoder’s MIPI-CSI2 interface simplifies design 
by making it easier to interface with SoCs, while also lowering 
the system’s EMI profile. The TW9992 decoder takes both single-
ended and differential composite video inputs from a vehicle’s 
backup safety camera, and is the latest addition to Intersil’s 
video decoder product family for automotive applications.

Designed with built-in diagnostics and superior video 
quality, the TW9992 addresses the biggest challenges faced by 
automotive video systems. For example, the decoder’s Automatic 
Contrast Adjustment (ACA) image enhancement feature 
overcomes a major challenge for backup camera systems by 
adapting to rapidly changing lighting conditions. ACA is able to 
automatically boost up or reduce the brightness/contrast of an 
image for greater visibility and safety.

In addition, vehicle backup cameras typically employ 
differential twisted pair cables that require designers to use 
an operational amplifier (op amp) in front of the video decoder 
to convert the differential signal to single-ended. The TW9992 
decoder eliminates the need for an external op amp by supporting 
direct differential CVBS inputs, thus reducing system cost and 
board space. The built-in short-to-battery and short-to-ground 
detection capability on each differential input channel further 
enhances video performance and automotive system reliability.

Features and specifications:

• NTSC/PAL 10-bit ADC analog video decoder with 4H 
adaptive comb filter

• MIPI-CSI2 output interface
• Software selectable analog input control allows for 

combinations of single-ended or differential CVBS
• Advanced image enhancement features: automatic 

contrast adjustment, and programmable hue, 
brightness, saturation, contrast and sharpness

• Output voltage: 1.8 to 3.3 V with 3.3 V tolerance
• Low-power consumption: 100-mW typical
• Integrated short-to-battery and short-to-ground 

detection tests
• AEC-Q100 qualified

The automotive-grade TW9992 analog video decoder is 
available in a 32-pin wettable flank QFN package. It costs $3 in 
1,000-piece quantities.

Intersil | www.intersil.com

http://www.infineon.com
http://www.intersil.com
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In this article I describe a simple, low-speed, 
low-volume serial communications protocol 

using the standard USART available on most 
embedded devices. I can configure one 
master and up to 31 slave devices on a single 
daisy-chained serial line. There are numerous 
applications where multiple microcontrollers 
might be useful to offload tasks, and a 
need to communicate among them would 
probably be essential. I demonstrate one 
method for implementing this kind of inter-
microcontroller communication.

I start with a brief description of the 
protocol, followed by an overview of the 
included demonstration software, which 
illustrates most of its features using a simple 
configuration of a master and three slaves. 
A complete description of the protocol, the 
demonstration source code (written in C), and 
more details on the design of the programs 
are provided in the downloadable files posted 
on the Circuit Cellar FTP site.

PHILOSOPHY
The goal for designing this protocol was to 

enable multiple embedded devices to perform 
low data rate communication using no 
additional external active hardware. Typically, 
the devices would simply be wired together; 
but for our example, mini stereo jacks and 
plugs were used. The user simply plugs one 
slave into the master and then plugs the 
slaves together in a chain. The last slave’s 

jack is not used, and the physical order of the 
slave devices on the chain does not matter.

I used standard Arduino boards (SparkFun 
Arduino Pro 328 5 V/16 MHz clones) for 
both the master and slaves because they 
are robust, inexpensive, and easy to use. I 
also used Arduino prototyping shields with 
breadboards for the example configuration 
(see Photo 1). I didn’t use the Arduino 
software and environment. The devices 
were programmed in their native AVR mode 
using Atmel Studio 6.2 and an Atmel STK500 
programmer. The software was written in 
GCC C and will easily port to the Arduino 
environment. One advantage associated with 
using Arduino development boards is their 
ability to act either as Arduino or native AVR 
devices, and the easy switch between the two 
modes.

AVRs, and consequently Arduino boards, 
have more efficient and faster methods of 
serial communications than the USART, but 
the USART was used here for simplicity and 
portability. Arduino boards do not contain 
RS-232 or other line driver circuitry, so the 
signals between devices are at standard logic 
levels (3.3 or 5 V depending on the model). For 
this reason, all the wiring between the devices 
was kept short. Using logic levels makes the 
connections more sensitive to noise, distance, 
and destruction by random acts of nature 
than using something like RS-232 would. 
However, any or all of the interconnections 

Simple Embedded Serial 
Communications

Chuck presents a low-speed, low-volume serial communications protocol 
using the standard USART available on most embedded devices. With it, 
he can configure one master and up to 31 slave devices on a single daisy-
chained serial line. Here he demonstrates a method for implementing 
this kind of inter-MCU communication.

By Chuck Baird (United States)
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could use line drivers without modification to 
the software or protocol if noise or distance 
is an issue.

DEVICE INTERCONNECTIONS
The master and slaves are connected 

using three wires: ground, serial transmit 
(Tx), and serial receive (Rx). Arduino boards 
vary in their operating voltages, so care must 
be taken to ensure that the various devices 
are compatible or at least tolerant of any 
differences. The serial lines are connected 
between devices so that there is a complete 
loop, each Tx feeding the next Rx.

For convenience, I used mini stereo 
jacks and plugs, which are wired as shown 
in Figure 1. With nothing plugged into the 
master’s jack, Tx feeds Rx, and the master 
receives anything it sends. The protocol will 
detect this condition at start-up. When a slave 
is plugged into the master’s jack, the master’s 
Tx connects to the slave’s Rx, and the slave’s 
Tx is fed to the next slave’s Rx. The last slave 
in the chain, the one with nothing plugged 
into its jack, routes its Tx back to the master’s 
Rx to complete the loop (see Photo 2).

PROTOCOL OVERVIEW
The protocol consists of four commands—

INIT, RESET, DATA, and REQ—and two 
pseudo-commands—SYNC1 and SYNC2—used 
for synchronization. Five of the commands 
are single bytes, and the sixth (DATA) is 2 to 
9 bytes long. REQ may be issued only by a 
slave and the other commands are only issued 
by the master. The master controls the serial 
“bus.”

For all but REQ the master transmits a 
command, and each slave in turn examines 
it with the option of modifying it.  It then 
transmits it, so eventually each (possibly 
altered) command reaches the master in the 
order it was sent. The REQ command travels 
from the initiating slave to the master where 
it then dies.

The first command, INIT, is used by the 
master to make sure reliable communications 
are in place, initialize the slaves (if any), and 
assign them ID numbers. The synchronization 
pseudo-commands are used in conjunction 
with the INIT command to insure all slaves 
are powered up and have consistent baud 
rates and everyone’s fun meter is pegged 
before proceeding.

Slave IDs are numerical, 1 to 31, and 
indicate the slave’s position in the chain. The 
slave plugged into the master is assigned an 
ID of 1. An ID of 0 is used in some cases to 
indicate all slaves are being addressed. If 
there are more than 31 slaves in the chain, 
the excess slaves are disabled and simply 

transmit anything they receive on their serial 
line.

The protocol does not care about the 
physical order of the slaves, and a robust 
application will support them plugged 
together in any order. An application should 
not depend on a specific slave having a 
specific ID.

The INIT command eventually returns to 
the master, and it will have been modified to 
contain the ID of the last slave in the chain. If 
this returned ID is 0, then there are no slaves 
plugged in. If 31, there is a possibility that 
one or more slaves may have been disabled, 
although the master has no way to determine 
this.

The RESET command is used by the 
master to do a “soft” reset of one or all slaves.  
What constitutes a soft reset is application 
dependent, but presumably it would clear 
any pending actions and return the slave to a 
known state.  RESET does not alter any slave 
IDs.

The DATA command, issued by the master, 
sends a packet of data to a slave. Each packet 
contains the initial command byte and a 
descriptor byte, plus 0 to 7 optional bytes. 
The receiving slave alters the packet, typically 
removing any data, and returns it to the 
master with an acknowledge bit set. There 
are some defined packet types, but mostly 
the format and interpretation of the packet 
and its data are application dependent. The 
master and slave software must agree on 
what the data means.

The REQ command, issued only by a 

PHOTO 1
Arduino, prototyping shield, and 
breadboard

FIGURE 1
Master/slave connections
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slave, requests that the master send it a data 
packet. When the packet arrives the slave 
inserts its data in the packet and returns 
it to the master. If the slave has more than 
7 bytes to send, there is a mechanism to 
automatically request an additional packet 
from the master for the next 7 bytes. Thus, 
the master can send a slave unsolicited data 
(which it hopefully will know how to handle), 
and a slave can send the master data. While 
it is outside the protocol, with proper data 
packet interpretation one slave can obtain 
the ID of another and exchange packets by 
routing them through the master.

Obviously there is significant overhead in 
this arrangement, since every slave has to 
handle every byte on the chain. However, each 
segment of the chain is independent, so there 
can be multiple commands passed along 
simultaneously. While the protocol handling of 
each slave can be fairly dumb and is in fact 
driven by a simple finite state machine (FSM), 
the master has to juggle several balls at the 
same time. (Refer to the sidebar for additional 
information about FSMs.)

There are three time-critical situations, 
the first occurring during initialization when 
the master is trying to establish the chain.  
After a specified amount of time and/or a 
certain number of failed attempts the master 
should probably give up and somehow let the 
user know. 

The second critical situation keeps slaves 
awake. Each slave, when it sees the start of 
a data packet, starts a timer to make sure 
the packet is fully received in a reasonable 
time.  If not, the slave flags an error and 
resets itself out of the packet receive mode. 
This is necessary because commands are not 
recognized within packets to allow unrestricted 
data values. However, if something hangs or 
fails the slave needs to be able to snap out 
of its stupor and again recognize commands.

The third timeout situation occurs when 
the master does not receive a reply to a 
command. All commands eventually wind up 
back at the master, so a timely reply is always 
expected.

Specialized data packets allow the master 
to query each slave as to its identity and/or 
capabilities (application dependent) and error 
conditions.  These packets and the slave finite 
state machine are described in detail in the 
accompanying protocol documentation file.

MASTER & SLAVE DEVICES 
The master and the slaves share some 

common code, but they are fundamentally 
different in their approach to handling the 
protocol. In addition, the master and each 
individual slave will have unique software 
depending on the device’s purpose in the 
application. The master may be nothing more 
than a traffic cop, or it may have purposes 
of its own in addition to supporting the slave 
communications.

Although not required, each slave will 
probably be customized to at least identify 
itself to the master when queried. The format 
and nature of this identification is application 
specific. After initialization, the master 
typically asks each slave for identification (one 
or more bytes) and associates its identification 
with its ID. Thus, a slave may identify itself as, 
for example, a servo controller (appropriately 
encoded in the returned byte(s)), and the 
master, or other slaves with the master’s help, 
may send data to the servo controller without 
knowing its specific ID in advance. Because of 
this method of addressing the physical order 
of the slaves on the chain is irrelevant.

As I already mentioned, slave to slave 
communication is not directly supported but 
the master may include code to handle it. 
Thus, it is possible to support slave requests 
like “send this data to all LCD slaves” and have 
the master transmit individual packets to 

PHOTO 2
Master and three slaves
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each slave that has identified itself as having 
an LCD.

Common code includes a timeout clock 
and switch debouncing functions. These are 
of such general use they are included as part 
of the core code. The clock allows multiple 
event timers to be running, with a callback 
to designated functions when timeouts 
occur. Event timers can be started, paused, 
resumed, cancelled, and repeated. The timer 
resolution as coded in the accompanying 
software is approximately one millisecond but 
may be easily changed.

The switch debouncing functions allow 
multiple switches, pushbuttons, etc. to be 
debounced, with an optional function callback 
when a switch changes state. The type of 
change (open to closed, closed to open, either) 
that triggers the callback is also specified. 
Debouncing is performed by reading each 
switch input once per timer interrupt (referred 
to as a tic; as coded, each millisecond). When 
the inputs are identical for a user specified 
number of timer tics the switch is considered 
stable. When the current stable state differs 
from the previous stable state, the callback 
function may be invoked if desired.

DEMONSTRATION HARDWARE 
For this article an almost trivial 

arrangement of one master and three slaves 
was wired on breadboards to demonstrate 
the protocol in action. Each slave uses 
identical hardware and runs identical 
software, contrary to the above discussion of 
customizing each slave to at least identify its 
features. More practical slave hardware and 
software, as well as more complex master 
operations, are briefly discussed later.

The prototyping shield boards used on 
both the master and slaves contain a switch 
and are provided with a small breadboard. 

The switches were used for inputs, and LEDs 
with resistors were wired on the breadboards.

The master simply drives nine LEDs 
on which it shows the overall status. This 
includes the following:

• Initialization error/complete (two 
LEDs)

• Other error reported by slave (one 
LED)

• Last slave ID to which a command 
was sent (three LEDs)

• Tx/Rx toggles as bytes are sent or 
received by the master (two LEDs)

• Local 1-Hz heartbeat (one LED)

Each slave also drives nine LEDs, and their 
interpretation is:

• An LED that is toggled by the master 
in response to the slave’s switch being 
pressed (called the User LED below)

• An LED that is controlled by the 
master (called the Master LED below).

• The slave’s FSM’s state (0000 to 1010). 
The accompanying documentation 
outlines the various states of the finite 
state machine. During reset, all state 
LEDs flash (four LEDs).

• Tx/Rx toggles as bytes are sent or 
received by this slave (two LEDs).

• Local 1-Hz heartbeat (one LED)

The slave’s FSM will spend most of its time 
in a ready state with very brief excursions 
elsewhere, so at reasonable baud rates, the 
state changes would barely be discernible 
on the LEDs. For this reason, the display of 
the state changes is buffered and shown at a 
greatly reduced and visually perceptible rate 
of 300 ms each. As a consequence the state 
LEDs won’t always be showing the actual real 
time state.

DEMONSTRATION SOFTWARE 
The master and each slave have one LED 

dedicated to a 1-Hz heartbeat. This verifies 
that the microcontroller is alive and running 
and indirectly indicates its clock speed is 
correct. Not that different clock speeds aren’t 
allowed, but each device’s software should 
use appropriate parameters for its hardware 
so that its heartbeat LED flashes at 1 Hz.

At power-up, the master and slaves flash 
the remaining eight LEDs in sequence. This 
shows that all the LEDs are operational (on a 
breadboard, a miracle of its own), and that 
the software actually knows how they are 
physically wired. The sequenced flashing 
continues until the user pushes the master’s 
switch to initiate initialization of the slaves. 
Initialization will succeed (green LED), fail 

FINITE STATE MACHINE
A finite state machine (FSM) is an abstract model that can be in one of 

a finite number of states. It will transition from its current state to a new 
state when triggered by an event or condition such an interval of time 
passing or new input being received. The state the machine then enters 
depends on the current state and the nature of the triggering event or 
condition.

For example, consider the set of four traffic signals facing each 
direction at an intersection. Each has red, yellow, green, and possibly 
green left turn arrow lights. If it is a “smart” signal, there are sensors in 
the roadway to indicate when and where traffic is waiting. The signal will 
change its state (i.e., which lights are illuminated) appropriately as time 
passes or traffic conditions change. The sequence of lights is carefully 
controlled, and there are only a few different combinations of lights that 
will ever display. Such a scenario could be easily implemented as a finite 
state machine. An FSM can be defined by listing all of its states, and the 
triggering condition for each state transition.
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softly (a brief period of flashing all the LEDs, 
then resumption of the LED flashing sequence 
so it can be tried again), or fail hard (flashing 
red LED for no slaves attached, or solid RED 
for some other failure).

After initialization, the master cycles 
through each slave repeatedly. It sends a 
data packet which turns the current slave’s 
Master LED on, waits 800 ms, and then sends 
another packet to turn it off. After an 800-
ms delay, it advances to the next slave. The 
effect is that Master LEDs on each slave will 
toggle in sequence. This demonstrates each 
slave receiving and handling unsolicited data 
from the master.

At any time the user may press a slave’s 
switch, and the slave will request that the 
master toggle its Slave LED.  This demonstrates 
the slave sending an REQ command, the 
master responding with a data packet, and 
the slave responding to the received data 
packet by toggling its LED.

After initialization, each push of the 
master’s switch will send a RESET command 
to each slave in turn, then all of them, then 
repeat with slave #1. When a slave receives 
a RESET, it flashes all four of its blue LEDs a 
few times.

Pushing the master’s RESET button should 
cause the slaves’ LEDs to freeze (because 
there is no incoming data) and the master’s 
LEDs to flash in sequence. Then pushing the 
master’s switch should initialize all slaves 
and everything should be up and running 
normally. Cross your fingers.

TO THE FUTURE, AND BEYOND
While this demonstration software does 

little more than show the protocol in action, 
it provides a framework for more interesting 
projects. The basic master and slave versions 
of the protocol and the various support 
functions are supplied, so all that is required 
is creating your specific application.

You will need to decide just what kinds of 
things the various microcontrollers need to 
talk about and the sorts of data they need to 
exchange. Also decide whether this protocol is 
fast enough for your application. As coded it 
uses a bit rate of 19.2 Kbps, or about 0.5 ms 
per character, so latency issues might become 
important. As mentioned, the data flows on 

each segment independently, and most of the 
time a slave passes a character on as soon 
as it is fully received, resulting in a delay of 
0.5 ms per slave. Of course, the addressed 
slave(s) may take a little longer processing 
the received command.

One desirable feature for applications 
would be the ability for slaves to exchange data. 
This could be accomplished by structuring 
the packet data to include an address (slave 
ID), perhaps as part of the first data byte.  
A slave would need to obtain the ID of its 
target from the master (using an agreed upon 
packet data interpretation), and then ask the 
master to relay the packet to the target slave 
(yet another agreed upon interpretation). 
Designating the first byte of each packet 
as routing and use information would be a 
reasonable approach to generalizing packet 
delivery. Another approach might be to utilize 
the unassigned packet type as a special packet 
containing routing information.

DIG DEEPER
The value of this article and the serial 

protocol may lie more in education than 
in actually utilizing the specific code. An 
examination of both the code and the separate 
commentary file will reveal some methods for 
handling switch debouncing, virtual timers, 
callback functions, circular buffers, linked lists, 
and juggling a myriad of asynchronous events 
without tying yourself in knots. Admittedly, in 
places, the code looks complex; but hopefully 
the two commentary files and the comments 
within the code will provide you with enough 
guidance to successfully understand it.

C is a language that can be subjected to 
infinite obfuscation, and many programmers 
delight in making the simple needlessly complex. 
I have attempted to write straightforward, 
easily deciphered code. Often there are more 
elegant ways things could have been (and 
perhaps should have been) done, but hopefully 
I have erred on the side of comprehensibility. 
There are cases of global variables that should 
have limited scope, using variables where they 
are not needed, and so on, but fine tuning the 
code was not my goal. Additionally, the bottom 
line on many minor stylistic coding points is, 
the compiler’s optimizer will do what is right 
anyway.

If you are interested in digging deeper, the 
first step in writing code for any 
microcontroller is to obtain a copy of its 
datasheet. It contains all the details about the 
device’s memory layout, register usage, care 
and feeding of each peripheral unit, and so 
on. Atmel’s ATmega328p datasheet is available 
as a free download (Google is your friend), 
although it is 600 pages long. All is revealed 
to he or she who seeks. 
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In the first part of this article series, 
we light-heartily discussed a supposed 

backyard BBQ discussion between neighbors 
about urban noise nuisances. Unfortunately, 
noise nuisances are real in some of our local 
Calgary communities, and we are looking for 
some simple, inexpensive approaches to help 
people investigate and reduce the problem. 

We demonstrated the first steps of our 
solution: the development of an Android 
project with basic code to generate a main 
screen with a button that generated a 
welcome screen when pressed. We called 
it WAT_AN_APP—meaning, we were able to 
develop it Without Any Teenager Assistance 
Being Necessary. In this article, we want 

to extend our basic WAT_AN_APP project to 
recording and playing back audio .3GPP files. 
This will allow us to record any physical noises 
present that are less easily heard by others in 
your house or need more study as they are 
less noticeable during the day when hidden 
under traffic noise.

In this article, we want to take a more 
adult approach. We use a JEAC process that 
uses Just Enough Additional Code to make the 
new recording activity work. 

QUICK RECAP
Listing 1 provides the key elements of 

the main activity java file. Applying the JEAC 
philosophy, we added enough code to pop up a 
screen with a welcome message and a button. 
Pressing the button activated the audio 
record and playback “AudioRecordPlayback” 
activity (Line 20). This activity used the 
layout described in the activity_audio_record_
playback.xml file to activate a TextView 
object to print a message “DUMMY NEW 
ACTIVITY SCREEN” (see Listing 2). Please note 
that the main activity’s layout file, activity_
main.xml, is identical to the code described 
in Listing 2 in first article of this series. In 
this article we are going to extent this dummy 
activity so that we can record and play back 
audio .3GPP files, the first step towards doing 
some real signal processing on audio signals.  

Sound Ecology and Acoustic 
Health (Part 2)

Last month, Adrien and Mike described how to start a basic Android app and 
their plans to add custom extensions for identification. This month, Adrien 
and Mike tackle the topics of recording and playing back audio .3GPP files.

By Adrien Gaspard and Mike Smith (Canada)

Record and Play Audio .3GPP Files

FIGURE 1
Our planned.3GPP file control screen

Start recording Stop recording

Start playing .3GPP

Stop playing .3GPP

A .3GPP Activity is underway
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JEAC BUTTONS FOR .3GPP 
CONTROL 

The new activity_audio_record_playback.
xml layout (see Listing 3) shows how we 
can use a lot of our knowledge gained from 
the previous article to generate an audio 
menu screen (see Figure 1). A few new 
custom attributes help to lay out the four 
buttons controlling recording and playback. 
The alignParentStart command (line 
434) makes the leading edge of the START 
RECORDING button match that of the 
STOP RECORDING button. The attributes 
alignParentLeft and alignParentRight 
place these buttons one next to another. We 
have used a new layout_below attribute 
(line 462) to put one button below another 
button. If you want to have more information 
concerning layout attributes, visit developer.
android.com/reference/android.

Since it just takes a few lines, we decided 
to add a microphone picture to the top of the 
screen. The new widget, ImageView, is used 
to load and display images from the “WAT_
AN_APP\res\drawable-xxx” folders that store 
images with different resolutions. Refer to 
the “Quick Help Guide” sidebar in this article 
to learn how to add an “ic_action_mic.png” 
microphone picture in the “WAT_AN_APP\res\
drawable-mdpi” folder. 

As for the text and buttons, the ImageView 
widget has to be given an ID, “microphone” 
(line 421). We set the placement and source 
of the picture to display using Lines 422 and 
423. 

ADD JEAC AUDIO ACTIVITY 
Android offers a simple MediaRecorder 

class which provides a “blackbox” designed 
to capture, save and play back all types of 
media, including pictures, videos, and audio. 
We have followed two online examples to build 
an audio recorder/player: developer.android.
com/guide/topics/media/audio-capture.html 
and tutorialspoint.com/android/android_
audio_capture.htm.

Listing 4 and Listing 5 show the 
AudioRecordPlayback activity. We start 
by defining our MediaRecorder myRecorder, 
the MediaPlayer myPlayer, the file name 
outputFileName for our recording and the 
four buttons (lines 316 to 319). We then 
code the onCreate() method to initialize 
our activity. Line 322 sets the user interface 
(UI) from the layout resource (see Listing 3) 
using setContentView(). Finally, we detail 
the four buttons we need to interact with the 
application and set the start_recording 
button as active (line 327).

Pressing the start_recording 
button will activate the start_recording 
public method (see Listing 5, line 340). 

1. package com.wat_an_app;  // MainActivity.java
2. ... // SAME AS Article 1, Listing 1, Lines 2 to 5

 // Cause display of MainActivity screen layout
10. public class MainActivity extends Activity{
11. ... // SAME AS Article 1, Listing 1, Lines 11 to 15

 // Display AudioRecordPlayback screen layout
20. public void AudioRecordPlayback(View v){ 
21. ... // SAME AS Article 1, Listing 1, Lines 21 to 24

LISTING 1 
Article 1’s key code from MainActivity.java in the WAT_AN_APP\src\ folder

        <!--Used by AudioRecordPlayback -->
400. <RelativeLayout   
401. xmlns:android=http://schemas.android.com/apk/res/
android
402. ... <!--  SAME AS Article 1, Listing 5, Lines 402 
to 405 -->

410.    <TextView
411.    android:id=”@+id/audio_record_playback_text”
412.    ...<-- SAME AS Article 1 Listing 5, Lines 410 
to 417-->

499. </RelativeLayout>

LISTING 2 
Article 1’s AudioRecordPlayback activity layout from activity_audio_record.playback.xml file in the WAT_AN_
APP\res\layout folder

<!—Used by AudioRecordPlayback -->
400. <RelativeLayout   
401. xmlns:android=http://schemas.android.com/apk/res/
android
402. ... <!--SAME AS Article 1 Listing 4, Lines 402 to 405-->

410. <-- Delete Article 1 Listing 5 Lines 410 – 417 -->

      <!-- Small microphone image -->
420.  <ImageView    
421.   android:id=”@+id/microphone”
422.   android:layout_marginTop=”150dp”
423.   android:src=”@drawable/ic_action_mic”
424.   tools:ignore=”ContentDescription” 
425.   android:layout_width=”wrap_content”
426.   android:layout_height=”wrap_content”
427.   android:layout_centerHorizontal=”true”
428. />

      <!-- Start recording button -->
430.  <Button    
431.   android:id=”@+id/button_start_rec”     (continued)

LISTING 3
This updated activity_audio_record_playback.xml layout file (WAT_AN_APP\res\layout folder) generates the 
four upper .wav control buttons and lower toast screen shown in Figure 1.

http://schemas.android.com/apk/res/
http://schemas.android.com/apk/res/
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This is a busy method which sets up the 
recording file path as well as the name of 
the recording myrecording.3gpp in line 341. 
The MediaRecorder is initialized (lines 342 to 
346) and starts a recording (line 349). The 
method finishes with a flourish by disabling 
and ghosting the start_recording 
button, activating the stop_recording button, 
and issues a toast, Android message, on the 
screen to show the user that a recording has 
started (lines 352 to 354). 

Listing 5 also shows the similar format 
of the other audio control methods:  stop_
recording (lines 360 to 366), start_

playback (lines 370 to 377), and stop_
playback (lines 380 to 386).  They each 
manipulate the MediaPlayer and enable 
the next method in the audio control stream 
before turning themselves off.  

The fact that these methods turn off 
themselves reminded Mike of an early 
electronic toy he used to have in a much 
more simple time.  When the switch on the 
top of the toy was turned on, the toy’s box lid 
opened and a hand came out and pushed the 
switch to turn the toy off.

Once the recording has been stopped (see 
Listing 5, line 361), it is important to issue 
a release MediaRecorder command (line 
362). This frees up the audio hardware and 
other system resources which are all shared 
across the different applications running on 
the phone. 

We can start playing this recorded file by 
calling the start_playback method which 
reinitializes the MediaPlayer in a play-back 
mode (line 370). We identify the recorded 
file, stored in outputFileName, and then 
prepare the player to begin playing data. 
Pressing the stop playback button again 
releases the MediaPlayer resources back to 
the system and displays a “Stop Playing Back” 
message on the screen. 

Just before you hit the compile button for 
the last time, remember we have been using 
a lot of strings. As we noted in the first part 
of this series, avoid the compiler warning 
messages by adding preset strings to the 
strings.xml file in the “WAT_AN_APP\res\
values” folder (see Listing 6).

FORGIVENESS & PERMISSIONS
In the everyday world there is a saying, 

“Sometimes you get further ahead by asking 
for forgiveness rather than asking for 
permission.” In our JEAC, world there is an 
equivalent saying, “Sometimes your project 
finishes faster if you set permissions to allow 
a few things rather than writing more code to 
allow everything.”

For example, do you want to hunt ghosts or 
write the code needed to ensure your app can 
handle you switching from portrait to landscape 
modes? Currently, an event will be trigged that 
will restart the audio activity if you rotate the 
screen while recording or playing. That risks 
the MediaRecorder or MediaPlayer not being 
properly released and reinitialized and causing 
the activity to crash at that point. Solve this by 
disabling the auto-rotate permissions in your 
phone’s settings menu.

Other potential issues can also be 
prevented, rather than requiring coding, by 
setting permissions in the AndroidManifest.
xml file in the WAT_AN_APP project’s root 
directory. For example, line 3011 in Listing 7 

432.   android:onClick=”start_recording”
433.   android:text=”@string/start_recording”
434.   android:layout_alignParentStart=”true”
435.   android:layout_alignParentLeft=”true”
436.   android:layout_width=”wrap_content”
437.   android:layout_height=”wrap_content”
438.   android:layout_centerHorizontal=”true”
439.   android:layout_centerVertical=”true” 
440. />

      <!-- Stop recording button -->
450.  <Button  
451.   android:id=”@+id/button_stop_rec”
452.   android:onClick=”stop_recording”
453.   android:text=”@string/stop_recording”
454.   android:layout_alignParentRight=”true”
455.   android:layout_alignParentEnd =”true”
456.   <!-- COPY Lines 436 to 439 -->     
457. />

       <!-- Start playback button -->
460.   <Button  
461.    android:id=”@+id/button_start_playback”
462.    android:layout_below=”@+id/button_stop_rec”
463.    android:onClick=”start_playback”
464.    android:text=”@string/start_playback”
465     <!-- COPY Lines 436 to 439 -->     
466. />

       <!-- Stop playback button -->
470.   <Button   
471.    android:id=”@+id/button_stop_playback”
472.    android:layout_below=”@+id/button_start_
playback”
473.    android:onClick=”stop_playback”
474.    android:text=”@string/stop_playback” 
475.    <!-- COPY Lines 436 to 439 -->     
476. />

499. </RelativeLayout>

LISTING 3 (CONTINUED)
This updated activity_audio_record_playback.xml layout file (WAT_AN_APP\res\layout folder) generates the 
four upper .wav control buttons and lower toast screen shown in Figure 1.
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// Replace existing code from Article 1 Listing 4 Lines 300 to 302  
300. package com.wat_an_app;
301. import android.widget.Toast; 
302. import android.os.Bundle;
303. import android.os.Environment;
304. import android.widget.Button;
305. import android.view.View;
306. import android.support.v7.app.ActionBarActivity;
307. import android.media.MediaPlayer;
308. import android.media.MediaRecorder;
309. import java.io.IOException;
310. import com.wat_an_app.R;

315. public class AudioRecordPlayback 
                                 extends ActionBarActivity {
316. private MediaRecorder myRecorder;
317. public MediaPlayer myPlayer = null; 
318. private String outputFileName = null;
319. private Button button_start_recording,
     button_stop_recording,   button_start_playback,
     button_stop_playback;

320. @Override
     protected void onCreate(Bundle savedInstanceState) {
321.  super.onCreate(savedInstanceState); 
322.  setContentView(R.layout.activity_audio_record_playback);                 
323.  button_start_recording 
          = (Button)findViewById (R.id.button_start_rec);
324.  button_stop_recording  
          = (Button)findViewById (R.id.button_stop_rec);
325.  button_start_playback 
        = (Button)findViewById (R.id.button_start_playback);
326.  button_stop_playback  
         = (Button)findViewById(R.id.button_stop_playback); 

327.  button_start_recording.setEnabled(true);
328.  button_stop_recording.setEnabled(false);
329.  button_start_playback.setEnabled(false);
330.  button_stop_playback.setEnabled(false);
331. }

     //  public void start_recording(View view) 
             //Listing 3B Lines 340 to 355 

    // public void stop_recording(View view)
    //Listing 3B Lines 360 to 366  
 
    // public void start_playback(View view) throws
       IllegalArgumentException, SecurityException,  
          IllegalStateException, IOException
              //Listing 3B Lines 370 to 377  

   //  public void stop_playback(View view)
      //Listing 3B Lines 380 to 386 

399. } // End class AudioRecordPlayBack

LISTING 4
The prologue of the 
AudioRecordPlayback.java file (WAT_
AN_APP\src\ folder) sets up the user 
interface. The OnCreate() method 
enables the Start Recording  button 
(line 327). The other methods in this 
class detailed in Listing 5.
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340. public void start_recording(View view) {
341. outputFileName =
         Environment.getExternalStorageDirectory().      
               getAbsolutePath()+ “/myrecording.3gpp”;
342. myRecorder = new MediaRecorder();
343. myRecorder.setAudioSource(MediaRecorder.    
                                    AudioSource.MIC);
344. myRecorder.setOutputFormat(MediaRecorder.
                                            OutputFormat.THREE_GPP);   
345. myRecorder.setAudioEncoder(MediaRecorder.
                                    OutputFormat.AMR_NB);
346. myRecorder.setOutputFile(outputFileName);    
347. try {   
348.      myRecorder.prepare();
349.      myRecorder.start();
350. }catch (IllegalStateException e) {e.printStackTrace();} 
351. catch (IOException e) {e.printStackTrace();}         
352. button_start_recording.setEnabled(false);          
353. button_stop_recording.setEnabled(true);  
354. Toast.makeText(getApplicationContext(), 
        “Start Recording”, Toast.LENGTH_SHORT).show();
355. }

360. public void stop_recording(View view){
361.  myRecorder.stop();
362.  myRecorder.release();
363.  myRecorder  = null;     
364.  button_stop_recording.setEnabled(false);
365.  button_start_playback.setEnabled(true); 
366. }

370. public void start_playback(View view)  
      throws
       IllegalArgumentException, SecurityException,  
        IllegalStateException, IOException{
371.  myPlayer = new MediaPlayer();
372.  myPlayer.setDataSource(outputFileName);
373.  myPlayer.prepare();
374.  myPlayer.start();
375.  button_start_playback.setEnabled(false);      
376.  button_stop_playback.setEnabled(true);
377. }

380. public void stop_playback(View view){
381.  button_stop_playback.setEnabled(false);
382.  myPlayer.release();
383.  myPlayer = null;
384.  Toast.makeText(getApplicationContext(),
      “Stop Playing Back”, Toast.LENGTH_SHORT)
            .show();
385.   button_start_recording.setEnabled(true);
386.  }

399. }

LISTING 5
Details of the Recording and 
Playback methods from the 
AudioRecordPlayback.java file (WAT_
AN_APP\src\ folder)
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stops the app from going to sleep while we 
are recording because switching the sleeping 
screen off can cause the current audio record/
playback operation to stop. 

Currently, the app is like a well-trained dog 
sitting at your feet with ears actively waiting 
for your command to GO AND PLAY! So give 
our application the right to listen (record 
audio) and to remember what we have told 
it (read and write on external storage), lines 
3008 to 3010. Please note that the minimum 
SDK version the application can run on has 
been set to “14” (line 3006), compared to “9” 
in the first article. Make sure that it has been 
set to “14” in your AndroidManifest.xml file 
as well, avoiding compatibility issue with the 
code we have implemented. On one of our 
phones, a Nexus 5 from Google, there is no 
physical slot for adding an external micro SD 
memory card. The recorded audio file is then 
automatically saved into the phone’s internal 
storage memory (see Figure 2).

CAN A (LOG)CAT SEE GHOSTS?
In a much more far away time and 

civilization, cats were regarded as gods, 
supposedly for their unique perception of the 
spirit world. When developing this app, we 
started to appreciate that the LogCat tool has 
a unique perception of your Android system. 
LogCat can be used to view and filter logs 
from applications and portions of the Android 
system. A crash, error or warning details for an 
application are outputted in the LogCat window. 

A system crash message is easily 
interpreted, but that is not so for the some 
warning and error messages. As they say 
on the TV, “For that there is stackoverflow.
com,” with proposed solutions from the wide 
Android programming community. Reducing 
coding time with a JEAC approach means that 
the code is not “commercial release grade.” 
So when debugging you should expect to have 
to click through (ignore) some LogCat error 
messages. For example, if your phone runs on 
the Lollipop OS then LogCat complains that we 

200. <?xml version=”1.0” encoding=”utf-8”?>
201. <resources>
202. <!-- SAME AS Article 1 Listing 3, Lines 205 to           
                          214 -->

220. <!-- String required for the second part of the   
    record and playback a sound -->
221. <string name=”start_recording”> 
           Start recording</string>
222. <string name=”stop_recording”> 
            Stop recording</string>
223. <string name=”start_playback”> 
            Start playback .3GPP</string>
224. <string name=”stop_playback”> 
             Stop playback .3GPP</string>
249. </resources>

LISTING 6
To avoid compiler warning messages, new preset string values must be set in strings.xml (WAT_AN_APP\
res\values folder).

ABOUT THE AUTHORS
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FIGURE 2
Recorded file physically present in the phone internal storage memory
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“should have subtitle controller already set” 
every time the MediaPlayer starts playing the 
recorded sound. 

If you have fast enough reflexes it is 
possible to make LogCat issue an error 
message of the form “Get Occurred on inactive 
InputConnection.” From Stackoverflow I 
have learnt that InputConnection is the 
communication channel interface from an 

input method back to the application. You can 
get other error messages over this channel if 
some part of the app like a Toast is taking too 
long to respond.

Stackoverflow.com offers many solutions 
for this sort of problem. However, we would 
rather click through and take the JEAC 
amendment: “Enough coding already. Let’s go 
ghost hunting.”  

3000. <?xml version=”1.0” encoding=”utf-8”?>
3001. <manifest xmlns:android=
                  “http://schemas.android.com/apk/res/android”
3002. package=”com.wat_an_app”
3003. android:versionCode=”1”
3004. android:versionName=”1.0” >

           <!--Check lines 3005 and 3007 and update if necessary-->
3005. <uses-sdk
3006.  android:minSdkVersion=”14”
3007.  android:targetSdkVersion=”21” />

              <!--Manually add lines 3008 to 3011-->
3008. <uses-permission   android:name=  
            “android.permission.RECORD_AUDIO” />
3009. <uses-permission   android:name= 
           “android.permission.WRITE_EXTERNAL_STORAGE” />
3010. <uses-permission android:name=  
         “android.permission.READ_EXTERNAL_STORAGE” />
3011. <uses-permission android:name=  
          “android.permission.WAKE_LOCK” />

    < !--Automatically added -->
3012. <application 
3013. android:allowBackup=”true”
3014. android:icon=”@drawable/ic_launcher”
3015. android:label=”@string/app_name”
3016. android:theme=”@style/AppTheme” >

3017. <activity
3018.  android:name=”.MainActivity”
3019.  android:label=”@string/app_name” >

3020.  <intent-filter>
3021.   <action android:name=”android.intent.action.MAIN” />
3022.   <category
3023.    android:name=”android.intent.category.LAUNCHER” />
3024.  </intent-filter>

3025. </activity>

3026. <activity
3027.    android:name=”.AudioRecordPlayback”
3028.    android:label=”@string/title_activity_audio_record_
playback” >
3029. </activity>

3030. </application>

3031. </manifest>
LISTING 7
AndroidManifest.xml from the WAT_
AN_APP project’s root directory

http://schemas.android.com/apk/res/android%E2%80%9D
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READY FOR SOME 4H TIME
We can now record a noise in neighborhood 

and play the sound in a quieter environment 
where we can examine it in more detail. We 
are also ready to put in some 4H time—Happy 
Hunting Haunting Hours. Watch out for our 
next article in which we give up our qualitative 
ghost hunting approach and go in for real 
boasting rights. With a quantitative ghost 
hunting app, we will be able to prove that 
there are more ghosts in our neighborhood 
than anywhere else in the world! 

QUICK HELP GUIDE
If you want some additional coding 

help, call Android Busters. This is who 
we looked up and called (online) when we 
needed a tutorial about how to create an 
audio recorder/playback, as well as when 
we needed help to bust the hard, and 
sometimes simple, Android problems 
that we found “haunting” us.

• Tutorial at Android Developer (Audio 
Capture): developer.android.com/guide/
topics/media/audio-capture.html

• Tutorial at Tutorials Point (Audio 
Record/Playback): http://tutorialspoint.
com/android/android_audio_capture.
htm

• Android Community help at http://
stackoverflow.com/questions/tagged/
android

There are a whole load of icons 
to facilitate our app design and 
implementation at https://www.google.
com/design/icons/index.html. Scroll 
down the web page to the AV section 
where there is a mic icon. You will be able 
to download the mic icon as part of a ic_
mic_black_24dp.zip file. After unzipping, 
copy the ic_mic_black_24dp.png file in 
directory android/drawable-mdpi into 
the “WAT_AN_ APP\res\drawable-mdpi\” 
folder in Eclipse and rename as ic_action_
mic.png. This allows us to define the mic 
icon source using “src=”@drawable/
ic_action_mic” in the ImageView tag Line 
423 in Listing 3. 

If you want to be able boast to your 
neighbours that you have captured a 
ghost sound, then you will need to play 
your captured .3GPP file more than just 
one once. To do that, add button_start_
playback.setEnabled(true); after  Line 
381 in Listing 5.
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In the first part of this article series, we 
introduced our compact security system, 

which we power through passive power over 
Ethernet (PoE) and includes a servomotor for 
rotation and a video camera (see Photo 1). 
In this article, we’ll explain how each device 
in the system independently uses the video 
camera to acquire and process images in 
order to detect movement. We also detail 
how multiple devices connected in a network 
can cooperate by exchanging messages to 
ensure a better view from multiple angles 
(see Figure 1). 

We use a COMedia C328 serial camera, 
which is easy to connect to a microcontroller’s 
UART, as well as to a PC via an FTDI USB-
to-UART 3.3-V adapter. All camera acquisition 
images and processing routines were 
developed first on the PC and then included in 
the microcontroller project, so many source 
files are platform independent. From the 
camera, JPEG images are captured at 640 
× 480 resolution (usually under 20 KB) to be 
stored on an SD card or transmitted to the PC 
application for display. Raw, uncompressed 
images are also captured at the minimum 

available resolution (80 × 60) and take 4,800 
bytes in size for grayscale content.

NETPBM FORMAT
While implementing image processing 

routines, it is necessary to constantly examine 
the input and the processed image. Even if 
development was done first on a PC, it is 
useful to have an image format that’s easy to 
examine and modify. Here comes the NetPBM 
format to the rescue! The format defines 
three types of files (with different extension 
and headers) for black and white, grayscale, 
and color images, each of which has an 
ASCII or binary representation. The ASCII 
format is great for manually constructing and 
examining images, and the grayscale binary 
is perfect for working with images that are 
stored with 8 bits per pixel, as is the case for 
the basic raw image returned by the camera. 

Figure 2a shows an example of a 3 × 3 image 
with a darker cross on a light background. In 
Figure 2b and Figure 2c, the content of the 
.pgm file is listed for ASCII and binary modes. 
(The gray levels were chosen so they can be 
easily displayed: chr(122)=’z’ and chr(33)=’!’.) 

‘Net-Connected 
Security 
Network
(Part 2)

Last month, Claudiu and Liviu presented their security system’s hardware 
and a node’s basic firmware. Here they explain how the network functions 
and cover the topics of image processing inside each node, movement 
detection, messaging, and monitoring.

By Claudiu Chiculita & Liviu Ene (Romania)

PHOTO 1
Bottom and top view of the first 
hardware version

Image Processing, Messaging, 
and Movement Monitoring
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Saving an image from the C328 camera is just 
a matter of first writing the header “P5 80 
60 255”—where “P5” represents the binary 
Portable GrayMap type, “80 60” represents 
the resolution, and “255” is the maxim pixel 
value—followed by the raw data, and saving 
with the “pgm” extension. That is all it takes 
to be able to see the raw format of the C328 
camera with an image viewer like IrfanView.

IMAGE PROCESSING
In general image processing requires 

significant resources (in terms of computing 
power and also memory). In order to do 
this inside a microcontroller with limited 
resources, it requires working with smaller 
resolution images and also doing algorithms 
that are not very complex. In this case, the 
steps taken for the image processing are as 
follows.

First, a frame is acquired in raw mode, 
8-bit grayscale, 1 byte per pixel, and stored 
in a RAM buffer. At a resolution of 60 × 80, the 
image size is 4,700 bytes. A table showing the 
different stages of image processing is posted 
on the Circuit Cellar FTP site.

Next, the previous image is retrieved. 
Initially, it was planned to store the previous 
frame externally in the WIZnet 5500’s 
RAM, but because there is still space in 
Microchip Technology PIC32MX250F128 
microcontroller’s RAM, that feature is not 
used. Changes between the current and 
previous image are detected by subtracting 
them. The resulting matrix will have values 
close to zero (black) in places where nothing 
changed and higher values (light gray) where 
there was movement. 

The next step is image segmentation. From 
an image with levels of gray that represent 
the amount of change, a binary image (only 
black and white) is obtained by comparing 
each value with a segmentation threshold. 

In most cases, even after segmentation, 
there will be multiple zones where there 
are differences, which are usually caused by 
noise or camera vibration. If the noise is very 
small (one pixel in size), a routine of single 
pixel removal can be applied that will clear 
the image from single, unconnected pixels. 
But noise, or maybe small object movements, 
can appear as a small area. These small 
islands of noise can be removed by applying a 
morphological operation called erosion. This 
was applied with a 3 × 3 cross-structured 
element. For each pixel all its four-connected 
neighbors will be examined. The effect of the 
erosion is that a width of one pixel will be 
removed from the margin from all areas in 

PHOTO 1 
The system mounted for testing

FIGURE 1 
Overview of the security network
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the image. This way a small island of noise 
will be removed completely. The erosion also 
affects the objects of interest, making them 
smaller. To repair this, the dilation operation 
is performed that adds back a “border” of one 
pixel to existing objects.

The next step is blob detection, which 
determines the characteristics (dimensions, 
area, center of mass, perimeter, and bounding 
box) of all objects present in the image. (The 
objects here are the areas where movement 
was detected.) This task can be easily 
accomplished on a PC by using a recursive 
algorithm (depth-first search) because it 
isn’t a problem having thousands saved stack 
frames in RAM. Because in a microcontroller’s 
RAM is limited, we implemented the breadth-
first search method by maintaining in the 
program a custom queue where unprocessed 
pixels are progressively queued and then 
dequeued for processing, thus maintaining 
a very small memory footprint. At the end 
of it, for each object in the image, we have 
the area (the number of pixels), the center of 
mass (the average of all its pixel coordinates), 
the bounding box (the limits on the x- and 
y-axis), and perimeter. Based on the position 
of the object in the image, the angle relative 
to the camera is computed and movement 
can be initiated. Because the node knows its 
absolute position in space, using the Base and 
the Horizontal offset measurements from the 
image, a rough approximation of the position 
in space of the object can be found and also 
transmitted to the peers (see Figure 3). 

When an object enters or leaves the 
camera’s field of view, a single large blob will 
be observed (the place where it entered or 
the place where it left). While an object moves 
through the camera’s field of view (depending 
on the movement speed, shape, color and 
texture of the object), two large blobs ca be 
observed (the location from where it started 
and where it arrived).

When the PIC32 is running at only 8 MHz, 
the image processing routines take less than 
200 ms. The blob detection routine takes 
a variable amount of time (depending on 
the number of objects and size), while the 
duration of the rest of the routines remains 
constant (approximately 100 ms).

THE NODE
The execution steps performed inside each 

node are presented in Figure 4. At start-up, 
one of the UARTs is configured to communicate 
with the C328 camera and a secondary UART 
is set as a debug console. The W5500 chip 
is initialized using the SPI. A unique 48-bit 
MAC is obtained from a Microchip Technology 
25AA02E48T SPI EEPROM with Node Identity. 
For the SD card access the MDD File System 
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FIGURE 2 
This an image in NetPBM format 
(a), along with ASCII format (b) and 
binary format (b).

Moving object

Try to rotate
towards this

Alert: broadcast
coordinates

Horizontal offset

Base

Image viewed by A

Node ANode B

FIGURE 3 
Node A detects movement, estimates the position of the object, and generates an alarm. Node B tries to 
rotate to capture the event.
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libraries provided by Microchip are used. In 
order to correctly timestamp the locally saved 
files, each node keeps its own time using a 
timer that is initialized by performing an NTP 
request to an Internet server.

The main loop begins with a check for 
messages received from the network (by 
interrogating the W5500 chip). Only packets 
from within the WIZnet network are accepted 
(see Figure 5) and an action is performed 

depending on the type of message received 
(see Table 3). A “ping” message is broadcasted 
so all the peers know the node is alive. Each 
node keeps a ping counter for all its peers, 
and if one of them stops sending, it assumes 
it has been tampered with and generates an 
alarm with the node’s position. A JPEG picture 
is taken from the camera, and, depending on 
the settings, it’s saved to the SD card and 
also sent to the PC monitor. The JPEG packets 
arriving from the camera are stripped of their 
header and sent to the server, as they have a 
convenient size of 506 bytes (i.e., less than 
the maximum size accepted by W5500 chip). 
If a movement command was queued (either 
from the user of from the object detection), it 
initiates a rotation (giving a command to the 
servo) to a new position. Then a raw image 
is captured (optionally saved to SD card as 
pgm) and image processing is performed 
as described above. If a node detects an 
event after image processing or from the 
PIR sensor, it broadcasts an alert message 
to all the peers containing an approximation 
of the location of the detected event (based 
on his position and the position of the object 
detected in the image). 

When a node detects movement in an 
image (e.g., node A in Figure 3), it computes 
a rough estimation of the coordinates of the 
detected object in 2-D space. The horizontal 
offset of the detected blob in the image is used 
to compute the angle relative to the camera 
position. The base of the blob in the image is 
used to get a rough estimate of the distance of 
the blob from the camera. (It is assumed the 
object sits on the floor.) Each node knows its 
absolute coordinates and orientation and by 
computing the above offsets the approximate 
location where movement took place is 
determined and these 2-D coordinates are 
broadcast to all nodes in an alert message.

If a node receives an alert message from 
a peer, it checks to see if the coordinates 
included in the message are in its view angle 
and if it can rotate to get the event in his sight. 
If so, it initiates a rotation to that position. 

DATA COMMUNICATION
Our security network system features 

several types of communication: messages 
exchanged between nodes (using UDP 
broadcast); messages exchanged between a 
node and the monitor application; and queries 
launched by the node to an Internet server. 
All messages exchanged in the network 
use UDP packets with the header structure 
presented in Figure 5. The header length 
is a round number, 32 bytes. The unused 
locations are available for future use. The 
first 3 bytes are constant “WSN” to identify 
packets from the security network. Seq.No. 

FIGURE 4 
Firmware execution flowchart
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is a sequence number that is used for the 
logical frames. Frag.No. is the number of the 
current fragment used when a larger frame is 
spitted into smaller packets. This is necessary 
because the W5500 lacks IP fragmentation. 
JPEG images are transmitted in packets of 506 
bytes, as they arrive from camera. Max.frag. 
is the number of packets into which the logical 
frame was split. Alarm fields are used to 
specify if an alarm was detected, its type, and 
its estimated 2-D coordinates. Type identifies 
the kind of frame, as listed in Table 1.

Due to the small size of the jpeg images 
(less than 64 KB), we initially intended to 
transmit an image in a single UDP packet, 
allowing the sending and receiving parties to 
use a simpler logic for image management. 
But this wasn’t possible because the W5500 
does not support IP fragmentation and it 
cannot split a large UDP packet by itself. 
In conclusion, this fragmentation has to be 
performed at the application level. So, images 
are now transmitted in smaller packets and 
have fields in the header that contains the 
fragment number, which allows reconstruction 
at the receiver. The transmission in smaller 
packets (although requiring more logic at the 
receiving side) has the advantage of using 
less memory in the microcontroller because 
the JPEG image arrives from the camera in 
packets and it’s no longer required to buffer 

the entire JPEG image.

PC APPLICATION
The nodes in the network can process and 

store images, as well as send messages to 
peers with alarms. But in order to estimate the 
absolute location in space where movement 
was detected, they need to know their position 
and orientation in space. This is where a PC 
application is needed to enable the user to 
input the coordinates of each node. The user 
will input a 2-D map of the surveyed area 
and place each camera in the right location 
(corresponding to the real one). This is done 
by adjusting the 2-D coordinates and the 
mounting camera angle (when the servo is in 
the middle position). The application interface 
is presented in Photo 2. Only two nodes were 
used for testing (as being the only available).

The second purpose of the application 
is for monitoring all the nodes. This takes 
place on the top-left side where two camera 
controls were instantiated. Each camera 
view works independently, taking care 
only of the associated camera; it receives 
packets (dispatched from the main window)  
containing pieces of JPEG images sent by the 
specific camera, it combines the pieces into 
one image based on the fragment number 
information from the header, saves it to disk 
with a unique name and displays it. If the 

W S N Type *
Seq.
No.

Frag.
No.

Frag.
Max

Alarm Alarm
Alarm

coord. X
Alarm

coord. Y
* *
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FIGURE 5 
Structure of the header for the UDP 
messages

J JPEG sent from camera to PC monitor application

P
Ping; each node broadcast this message once a second in order to let the others know 
it’s alive

! Alarm broadcast; the alarm fields are filled with type of event, 2-D location, range

L
Localization information about nodes in the network; this is sent by the PC application 
to the nodes, and contains IPs and the absolute position and orientation in 2-D space

M Move command issued by the PC monitor application to manually rotate the camera

T Command to get and sync the local time with Master time

Debug commands:

j Request to get a JPEG image

b Request to get a raw (.pgm) image

1 Command to turn the Node ON

0 Command to turn the Node OFF

R Reset the node

TABLE 1 
Types of packets vehiculated in the 
network
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image contains information about an active 
alert will notify the main window. Using the 

slider below the image, the user can manually 
rotate the camera.

The PC application was written in C# with 
WPF components using Visual Studio IDE. 
When the application is started, it begins 
listening for messages on port 9999. It then 
sends the layout of the network (the position 
information for each node from the right 
side) to all nodes on the network. When a jpeg 
packet is received, it is forwarded (based on 
its IP) on the corresponding camera view for 
reassembly and display. When an alarm flag 
is detected in a packet, the application it will 
collect a number of images from all incoming 
streams and send an e-mail with the images 
at attachments, so a remote user can have 
several images from all cameras in a single 
e-mail.

The realized system is not a ready-to-
deploy network, but it shows how to construct 
a network of embedded devices when you 
have limited resources. The nodes are capable 
of independently processing information from 
a video camera, and they can reorient 
themselves for a better view. In addition, the 
nodes are capable of exchanging information 
for improved performance. It also shows that 
simple image processing techniques can be 
successfully implemented in medium-sized 
microcontrollers. To improve performance, 
the system will require a camera with a faster 
interface, slightly better resolution, improved 
image-processing algorithms, and encrypted 
communications. 

PHOTO 2 
Monitoring PC application
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QUESTIONS & ANSWERS

CIRCUIT CELLAR: How did you become 
interested in electronics and computing? Did 
you start at a young age?

BRUCE: I started programming in high school 
in 1972. I have alway been interested in 
electronics, but with the latest Maker-style 
community, I am able to follow and learn this 
skill.

CIRCUIT CELLAR: You studied physics as 
an undergraduate at George Washington 
University. What led you to transition to 
computer science for your graduate studies? 

BRUCE: I have always been interested in 
computer science. I studied to become physics 
teacher. After I taught for two years, I went 
back and got my Master’s in computer science 

at the University of Virginia. I guess I wanted a 
new challenge.

CIRCUIT CELLAR: In 1997, Carnegie Mellon, 
Georgia Tech, and MIT hosted the first IEEE 
International Symposium on Wearable 
Computers. How has research in the area 
changed since the late 1990s?

BRUCE: I remember the 1997 conference 
well. We presented one of our first wearable 
computer papers there. Some differences are: 
People do not build their own wearable 
computers anymore. Back then you had to hack 
your own system. Today you buy a smartphone 
and you have all the computing power you 
need.  We now use Mac minis, and this replaces 
about five or six components when we started. 
The research now is very focused on contextual 
aware computing. In 1997 the focus was on all 
disciplines of computer science. There is less 
work on garment integrated systems today. A 
large advantage is there are many computing 
and wearable platforms to start with.

CIRCUIT CELLAR: How did the Wearable 
Computer Lab at the University of South 
Australia come into being in 1998?

BRUCE: Someone in the Australian Defense 
Science and Technology Organization (a 
defense lab) showed me two Phoenix 486 belt 
mounted wearable computers with Private Eye 
head-mounted displays (HMDs). He told me 
this was the next big thing for defense, and 
he asked how I can help him out with some 
research. He wanted to use the new Sony 

Innovations in Wearable 
Technology
An Interview with Bruce Thomas (Director, 
Wearable Computer Lab, The University of 
South Australia)

New developments in wearable technology, virtual reality, and augment reality re-
search are poised to change everything from healthcare to gaming. We recently 
asked Professor Bruce Thomas to tell us about the research in these areas taking 
place at the Wearable Computer lab at the University of South Australia. 

Interactive prototyping with special 
augmented reality (SAR). Here a 
user is interacting with projected 
buttons. (Image used with 
permission from Bruce H. Thomas, 
Wearable Computer Lab, University 
of South Australia)



circuitcellar.com 41
CO

M
M

U
NITY

QUESTIONS & ANSWERS

Glasstron see-through displays. The first thing 
I thought of was, “This would be great for 
outdoor augmented reality.”

CIRCUIT CELLAR: You supervised Wayne 
Piekarski’s Tinminth augmented reality 
backpack project, which started in the late 
1990s. Can you give us a brief overview of 
the project and how it evolved from 1998 to 
2006?

BRUCE: The project went from a fixed frame for 
a backpack used in bush walking loaded with 
many devices to a belt-mounted system with 
just the Mac mini modified and a helmet (with 
many sensors and HMD). I wanted to port this 

onto a smartphone, but we never got there.
 The project had many different software 
architectures. The system was a research 
platform to support outdoor augmented reality 
user interaction research. The system was very 
flexible and robust.

CIRCUIT CELLAR: Which of the Lab’s current 
projects most interests you at this time? 

BRUCE: We are interested in portable haptic 
devices. Dr. Ross Smith is leading the research 
effort into this. This involves layered jamming 
placed in a mitten to provide mobile haptic 
sensations to the user. This was presented 
at the International Symposium on Wearable 

The ARQuake system is an 
interactive outdoor augmented 
reality collaboration system that 
enables users to walk around in 
the real world while playing the 
computer game Quake. (Image 
used with permission from Bruce H. 
Thomas, Wearable Computer Lab, 
University of South Australia)
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Computing in 2014. We are continuing this 
work.

CIRCUIT CELLAR: Can you tell us about your 
most current project or projects at the Lab? 

BRUCE: We have moved into large-scale 
projector-based augmented reality.  We are 
looking into tools to support designers of large 
spaces, but command and control rooms. We 
are about to start a seven year project working 
with Jumbo Vision International with the 
Innovative Manufacturing CRC.

CIRCUIT CELLAR: Tell us about the current 
crop of students working at the Lab. Which 
area of research (e.g., virtual reality) is 
popular among the students?

BRUCE: There are many topics. Two are looking 
into the use of projector-based augmented 
reality to support remote collaboration. 
One is looking into the application cognitive 
psychology into improving augmented 

reality presentations. One is investigating 
visualization techniques for big data. One is 
working on the haptic mitten. One is looking 
at situated analytics, the application of AR to 
visual analytics.

CIRCUIT CELLAR: We assume many companies 
are interested in the research you do. How 
much does input from industry affect what 
you focus on in the lab?

BRUCE: The research is driven by real-world 
problems and open research questions. I would 
say about 50% of the research is driven by 
industry and 50% is blue-sky research.

CIRCUIT CELLAR: In an April 2015 TechTimes.
com article, “Augmented Reality vs. Virtual 
Reality,” Vamien McKalin writes: “It is clear 
that the way things are right now, AR has the 
upper hand against VR, and that might not be 
changing anytime soon.” Do you agree?

BRUCE: It all comes down to who wins the 
head-mounted display wars. I think both will be 
winners in the near future. They solve different 
problems and have different uses. I can see a 
VR HMD attached to many games controllers, 
and I can see people using AR displays in their 
workplace.

CIRCUIT CELLAR: When you think about the 
short term (5 to 10 years), in which area 
do you think wearable technology will make 
the biggest impact: consumer, healthcare, 
military, or enterprise?

BRUCE: In 5 to 10 years, I think the biggest 
impact will be in healthcare. Wearables will go 
beyond fitness monitoring to health monitoring. 
This will enable better monitor of health issues 
and provide doctors much more diagnostics to 
help people. 
 A second area is extending the ability for 
elderly people to stay in their homes. Better 
health monitoring and activity monitoring will 
allow people to safely stay at home longer.  

CIRCUIT CELLAR: What is the “next big 
thing” in wearables? Is there a specific area 
or technology that you think will be a game 
changer?

BRUCE: If we can make batteries a tenth 
the size they are now, this will be a major 
breakthrough. When you talk to people about 
battery life it is either one day or one week. 
Anything in between does not matter. This 
can be done by greater capacity or different 
recharge methods or better electronics.
 The sci-fi answer is contact displays. Those 
would be cool.

This is a virtual reality simulation 
system that supports research 
relating to chronic neck pain 
therapies developed by Dr. Markus 
Broecker and Dr. Ross Smith. 
(Image used with permission 
from Bruce H. Thomas, Wearable 
Computer Lab, University of South 
Australia)

Wearable Jamming Mitten for 
virtual environment haptics 
developed by Tim Simon with 
Dr. Ross Smith and Professor 
Bruce H. Thomas (Image used 
with permission from Bruce H. 
Thomas, Wearable Computer Lab, 
University of South Australia)
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THE CONSUMMATE ENGINEER

Everything had been fine with my home 
entertainment center—comprising a TV, 

surround-sound amplifier, an AM/FM tuner, a 
ROKU, and a CD/DVD/BlueRay player—until I 
connected my desktop PC, which stores many 
of my music and video files on one of its hard 
drives. With the PC connected, the speakers 
put out a low level, annoying, 60-Hz hum—a 
clear indication of a ground loop. All my 
audio and video (AV) devices are fairly new, 
quality, brand-name products equipped with 
two-prong power cords, so even though the 
PC has a three-prong plug, there should not 
be multiple signal returns causing the ground 
loop. This article describes an approach 
to eliminating ground loops in analog AV 
systems.

GROUND LOOPS
By definition, ground loops bring about 

unwanted currents flowing through two or 
more signal return paths. Thus induction coils 
are formed, usually of one turn only. These 
loops pick up interference signals from the 
environment. Because every conductor has 
a finite impedance, a voltage potential—Vi 
= Ig(R1 + R2)—develops between the two 
connected signal return points. This voltage 
is the source of the interference: a hum, 
hiss noise that high-frequency signals pick 

up (e.g., a local AM station), and so forth. A 
simplified example is illustrated in Figure 1.

An audio signal source VS in Figure 1—
an audio card inside the PC, for example—
is connected to an amplifier via a shielded 
cable. The shield is grounded at both ends 
to the chassis of both devices. Three-prong 
power plugs connect the chassis of both AV 
components to the house power distribution 
ground wire. Let’s consider the amplifier 
ground to be the reference point. (It doesn’t 
matter which point in the loop we pick.) The 
loop, comprising the cable shield and the 
power distribution ground wire, picks up all 
kinds of signals causing loop current Ig to flow 
and as a result interference voltage Vi to be 
generated.

Vi is added to the signal from the audio 
card. The Ig current induced into the loop 
comes from many potential sources. It can 
be induced in the ground wire by the current 
flowing in the 120-VAC hot and its return 
neutral wires, acting like a transformer. There 
can be leakages, induction by magnetic fields, 
capacitive coupling, or an electromagnetic 
interference (EMI) induction into the loop. 
Once Vi is added to the signal it is generally 
impossible to filter it out.

Much of electrical equipment requires 
the third power prong for safety. This is 

Ground Loop Blues

A ground loop is an annoyance that can cause noise and 
interference in your electronic systems. In this article, George 
explains the cause of ground loop interference and provides tips 
for finding and eliminating ground loops in analog AV systems. 

By George Novacek (Canada) 
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connected to the chassis and at the electrical 
distribution panel to the neutral (white wire) 
and the local ground—usually a metal stake 
buried in the earth. The earth ground is there 
to dissipate lightning strikes but has no effect 
on the ground loops we are discussing. 

The ground wire’s primary purpose is 
safety plus transient and lightning diversion 
to ground. Under normal circumstances no 
current should flow through this wire. Should 
an internal fault in an appliance connect 
either the neutral (white) or the hot (black 
or red) wire to the chassis, the green wire 
shunts the chassis to the ground. Ground 
fault interrupters (GFI) compare the current 
through the hot wire to the return through the 
neutral. If not identical, the GFI disconnects.

Manufacturers of audio equipment know 
that grounding sensitive equipment at 

different places along the ground wire results 
in multiple returns causing ground loops. 
These facilitate the interference noise to enter 
the system. From the perspective of electrical 
safety, the small currents induced in the 
ground loop can be ignored. Unfortunately, 
they are large enough to play havoc with 
sensitive electronics. The simplest solution 
to the dilemma is to avoid creating ground 
loops by not grounding the AV equipment. 
Thus the two-prong plugs have been used 
on such equipment. To satisfy the safety 
requirements, the equipment is designed with 
double insulation, meaning that even in case 
of an internal fault, a person cannot come to 
contact with a live metallic part by touching 
anywhere on the surface of the equipment. 

My PC, like most desktops, has a three-
prong plug. Figure 2 shows the arrangement. 

FIGURE 1
Cause of the ground loop interference.
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The PC is grounded through its power cord. 
Unfortunately, the cable TV (CATV) introduces 
a second ground connection through its coax 
connector. I measured the resistance between 
the coax shield as it entered the house and 
the house power distribution ground wire. 
The resistance was 340 mΩ, indicating a hard 
connection between the coax shield and the 
house ground, the cause of the ground loop. I 
was unable to establish where that connection 
was made, but it wasn’t through the earth. 

There can be multiple ground loops around 
a computer system if you have hard-wired 
peripherals with three-prong plugs, such as 
some printers, scanners and so forth. Digital 
circuits are much less sensitive to ground 
loops than the analog ones, but it is a good 
idea to minimize potential loops by connecting 
all your peripherals, other than wireless, into 
a single power bar. 

Ground loops may also be created when 
long shielded cables are used to interface the 
PC and the home theatre box. Two shielded 
cables needed for stereo represent two signal 
returns creating a ground loop of their own. 
And then there are video cables. Another 
loop. Fortunately, connectors on the back of 
the PC and AV equipment are very close to 
each other, which means a minimal potential 
difference between them at low frequencies. 
Stereo cables keep the loop small. To minimize 
all the loops’ areas for interference pick-up, I 
have bundled the interface cables very close 
to each other with plastic wire ties. In severe 
situations re-routing the cables or the use of 
a metal conduit or wireless interfaces may be 
needed to kill the interference. 

FIXES
Having disconnected the CATV cable 

from the TV, the hum went away. As well, 
temporarily replacing the PC with a laptop, 
which is not grounded, also fixed the problem. 
So how else can we fix those offending 
multiple returns?

The obvious answer is to break the loop. I 
strongly suggest you don’t disconnect the PC 
from the ground by using a two-prong plug 
adapter or just cutting the ground prong off. 
It will render your system unsafe.

What you need is a ground isolator. Jensen 
Transformers, for example, sell isolators such 
as VRD-IFF or PC-2XR to break the ground 
connection, but you can build one for a small 
fraction of the purchase price. Figure 3 and 
Figure 4 show you how.

To break the ground loop caused by the 
CATV, you can make a little gizmo shown in 
Figure 3. J1 and J2 are widely available cable 
TV female connectors. C1 and C2 capacitors 
placed between them should be about 0.01 µF 
each. The assembly does not require a printed 

circuitcellar.com/ccmaterials

RESOURCES
B. Whitlock, “Understanding, Finding, & Elim-
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circuit board. You might place it in a tiny box 
or just solder everything together, wrap it 
with electrical tape, and put it somewhere out 
of the way. Remember that the capacitors’ 
working voltage must be at least double the 
power distribution voltage. That is 250 V in 
North America and more than 500 V elsewhere 
in the world.

Figure 4 shows how to break ground 
for appliances, such as a PC, with three-
prong plugs. You can build this circuit into a 
computer or another appliance, but I find it 
better to build it as an independent break-
out box. The diodes provide open loop for 
signals up to about 1.3 VPP. A hum is usually 
of a substantially lower amplitude. C1, 0.01 
µF, provides bypass for high-frequency EMI to 
ground. The loop would be closed for voltages 
higher than 1.3 VPP, such as the ones due to 
isolation fault of the hot wire to the chassis. 
For 120 VAC distribution, D1, D2, and C1 
should be rated for 250 V at a minimum. In 
a circuit branch with a 15-A breaker or fuse, 
the diodes need to be rated for a minimum 
of 20 A so that the breaker opens up before 
the diodes blow. If the appliance takes only a 
fraction of the rated fuse current, say 2 A, you 
could use 5-A diodes and include an optional 

fuse rated for 2 A. For countries with 230-
VAC power, the components must be rated 
accordingly.

You can also break the ground loop by 
using a power isolation transformer between 
the power line and the PC, or quality signal 
transformers on the signal lines. The 
downside of this is that good isolation and 
signal transformers are costly and not widely 
available. Equipment powered from wall 
warts—and especially those with optically 
coupled inputs and outputs, common today—
is inherently ground loop impervious. 

TRIAL & ERROR
This article describes an approach to 

eliminating ground loops in analog AV 
systems. While you need to understand how 
ground loops occur, finding them and 
eliminating their effects may turn out to be a 
matter of frustrating trial and error.  
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Several of my previous columns have 
discussed the combination of a 

microcontroller and FPGA, either through a 
soft-core processor implemented in the FPGA 
or through physically separate chips. But all 
of these columns have assumed the FPGA 
side was from one of the large vendors of 
programmable logic (such as Xilinx, Altera, 
Microsemi, or Lattice Semiconductor).

Occasionally, however, manufactures 
besides the regular programmable logic 
giants have products to achieve a similar goal 
of combining programmable logic fabric with 
a microcontroller core. These products aren’t 
always a clear win. Developing the synthesis 
tools for the programmable logic aspect is no 
small feat—they may just license an external 
tool, for example—and it makes it hard for 
a company only dabbling in programmable 
logic to offer cost or feature-competitive 
devices, compared to the companies that are 
dedicated to programmable logic.

For example, Atmel, maker of the wildly 
popular AVR microcontroller, has a product 
called FPSLIC, which marries an AVR core 
with a FPGA fabric. This seems like a great 

combination in theory. Unfortunately, the 
FPSLIC is considerably more expensive than 
the cost of a separate AVR microcontroller 
and similarly sized FPGA device from Xilinx 
or Altera. The FPSLIC instead targets the 
close interaction possible with the on-die 
integration, such as dedicated interrupts 
from the FPGA fabric going into the AVR. 
Personally, in such a situation, I’d be more 
likely to turn to a soft-core processor, such as 
I covered in my August 2014 column in Circuit 
Cellar. Using a soft-core processor also gives 
me an easy upgrade path to much larger 
FPGAs should I require it, whereas the Atmel 
FPSLIC part only come in a few smaller sizes.

But this column is about what I consider 
a device interesting enough to tilt me away 
from the soft-core option. This device is the 
PSoC series from Cypress Semiconductors. 
What makes this part interesting is the 
ability to easily configure the programmable 
logic aspect, while still being able to modify 
the underlying hardware design if required. 
Before jumping into the programmable logic 
aspect I need to give you a brief overview of 
the PSoC device, and after that we can look 

The PSoC Advantage

Just Enough Programmable 
Logic

Sometimes you need a microcontroller with just a bit 
of glue logic or even a customized peripheral. While 
you could implement a soft-core processor in an FPGA 
and use the FPGA fabric for your custom logic, this 
probably involves far more programmable logic than 
you need. As another option is a PSoC device, which has 
a small amount of programmable logic for such simple 
operations.

By Colin O’Flynn (Canada)

PROGRAMMABLE LOGIC IN PRACTICE
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at the specifics of the programmable logic 
system, before finally wrapping up with a 
simple example.

INTRO TO PSOC ARCHITECTURE
It’s worth first noting there are several 

families of the PSoC device. I’ll be using the 
PSoC 4 here (which has an ARM Cortex-M0 
microcontroller core), but most of what I talk 
about applies to the PSoC 5LP (with an ARM 
Cortex-M3 core) and the PSoC 3 (with an 8051 
core). Even with that, I leave the caveat that 
specific features further vary within each 
family, so be sure to check detailed datasheet 
information. This article will generally refer to 
PSoC 4 devices, with some features of more 
advanced families also mentioned.

The word “programmable” normally refers 
to digital logic. In the case of the PSoC system, 
the programmable aspect extends to include 
programmable analog blocks. Depending on 
the specific device or family this could include 
several op-amps, DACs, ADCs, comparators, 
mixers, and S&H circuits.

This isn’t just the normal programmable 
amplification or differential inputs on the 
front of an ADC that many microcontrollers 
have. Instead there is a complete analog 
matrix allowing arbitrary connection of these 
blocks, even for example routing the op-amp 
connections to external pins, allowing you to 
simply use the op-amp block as a replacement 
for a discrete op-amp in your circuit.

There are also programmable digital 
blocks, which can be used for a combination 
of standard peripherals or to implement 
your own custom logic. I’ll discuss the 
programmable logic blocks in more detail 
later, so for now you can imagine these digital 
blocks as the mythical solution to all your 
problems (unfortunately this dream of solving 
all your problems be crushed in a few short 
paragraphs, but they can still solve some 
problems).

Figure 1 shows a block diagram of the PSoC 
device, showing some of the programmable 
blocks, hard-core peripherals, processor 
core, and connection busses.

Practically, the PSoC has the advantage 
of fairly low device cost and physically 
simple packages. To give you a specific 
example, a PSoC 4200 device such as the 
CY8C4245AXI-473 costs $2.32 (quantity 100, 
Digi-Key) and is in a TQFP-44 form factor. 
This means you can use a simple two-layer 
PCB for example in many applications, and 
are using very mature technology for the 
assembly process.

DIGITAL PROGRAMMABLE LOGIC
While you might assume the PSoC device 

simply has some FPGA fabric sprinkled around 

the processor core, the design of the PSoC 
system is more complicated. This was done to 
optimize the PSoC system for certain common 
applications, but comes with the downside 
that simply porting even a simple Verilog 
design will quickly exhaust the programmable 
logic fabric in the device.

If we wish to delight Cypress’s marketing 
folks and stick with their naming scheme, 
we can refer to what they call universal 
digital blocks (UDBs). The PSoC 4200 series 
devices contain four of these UDB blocks, as 
shown in Figure 2. Each UDB contains eight 
“macrocells,” where the macrocell is similar 

Processor core + SRAM + Flash memory + DMA

10 Matrix

Programmable
analog

Programmable
digital

Hard-core
peripheral

Peripheral interconnect

GPIO Pins

FIGURE 1
This simplified block diagram shows some features of the PSoC 4 device. The I/O matrix on the output 
gives flexible routing, although certain hard-core peripherals are limited to specific I/O pins (as in normal 
microcontrollers).
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FIGURE 2
The PSoC device has between 4–24 Universal Digital Blocks (UDBs), a summary of the included features 
shown here. The "macrocell" is similar to a regular CPLD, the "status/control registers" used to simplify 
setting peripheral options, and the "datapath" is effectively an 8-bit ALU with support components.
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to those found in a CPLD. This would be a total 
of 32 macrocells across the device, about the 
same as you would find in one of the smallest 
CPLDs from Xilinx for example. Within 
each macrocell you have a number of logic 
elements along with a single flip-flop – which 
at first might suggest you have only 32 bits 
of storage across the programmable logic, 
but this is where the UDB introduces a unique 
feature to differentiate it from standard CPLD 
devices.

The most prevalent is what Cypress calls 
the “datapath” block, which is effectively 
a simple 8-bit arithmetic logic unit (ALU). 
This ALU can be programmed to perform 
a few common functions such as shifts, 
comparisons, additions, or even CRCs. The 

ALU is wrapped with several registers allowing 
you to operate the ALU as an accumulator, or 
to have a small 4-byte FIFO on the input and 
output of the ALU.

These blocks can be interconnected to 
use as a 16-, 24-, or 32-bit datapath block. 
On the PSoC 4 device there is only four UDB 
blocks, meaning you could only have a single 
32-bit datapath block, for example. But the 
PSoC 5LP device has up to 24 UDB blocks, 
giving you much more room to implement 
programmable logic functions, especially if 
you want to deal with wider data-paths. The 
PSoC 5LP also adds some additional resources 
such as a digital filter block, giving you even 
more flexibility in your programmable logic 
design.

You should start to get the feeling that 
the UDB isn’t designed as a replacement 
for a FPGA-based design. There is simply 
not enough programmable resources to 
implement hardware designs you have 
pushed into a FPGA. But this is truly a 
strength of the system—it gives you a low-
cost option for when you need just a little bit 
of programmable logic, and avoids trying to 
oversell itself as an FPGA replacement.

Finally, the UDB provides a simple interface 
to the microcontroller. Most of the UDB 
registers and memory can be read/written 
through the processor core – for example you 
can read or write to the registers that are 
part of the datapath block (i.e., surrounding 
the ALU).

PHOTO 1
This shows an example project, 
with both analog and digital blocks 
being placed on the schematic-based 
workspace. Clicking on a block brings 
up a graphical configuration utility. 
Note the schematic also includes 
‘external’ components such as 
resistors, LEDs, and switches. They 
are used purely for reference and are 
not implemented on the PSoC system.

ABOUT THE AUTHOR
Colin O’Flynn (cof lynn@newae.com) has 
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Each UDB also provides several dedicated 
8-bit registers that are similar to “standard” 
peripheral registers a microcontroller 
expects—that is, the control, status, and 
interrupt registers. This simple interface 
matches well with the limited resources in the 
Cypress PSoC programmable logic system. 
Let’s see how these can be added to our 
processor core.

VISUAL PROGRAMMING
The design software (called PSoC Creator) 

focuses on a graphical configuration of the 
hardware blocks. These blocks can be hard-
core peripherals with fixed functions, or soft-
core peripherals implemented in the UDB 
blocks. Building the design causes the system 
to generate Verilog code for the UDB blocks 
and interconnect, and then synthesizes this 
design. Once a hardware design is generated, 
the API is also built for your specific system 
and added to your software project file.

Photo 1 gives you an overview of the 
GUI, showing the hardware design process 
for configuration of hard-core, soft-core, and 
analog blocks. This same GUI also includes 
the code editor, compiler, and debugger.

The tools make it almost seamless as to 
whether you are placing a soft-core block 

(i.e., one using the UDB resources) or a hard-
core peripheral. The blocks can be configured 
through the GUI to avoid hunting down specific 
register settings, however a full API is still 
provided. This means you don’t have to worry 
about the GUI tools only containing certain 
use-cases or otherwise getting in the way of 
your standard register-based configuration.

To better understand the limitations of the 
programmable logic subsystem, let’s look at a 
simple design. I wanted to avoid some of the 
more obvious programmable logic extensions 
(e.g., adding extra PWM channels) and instead 
make a little more advanced peripheral. In this 
case I’ll try adding automatic CRC generation 
to a UART peripheral.

FIGURE 3
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FUN WITH AUTO-CRC
Having automatic CRC calculation would 

simplify the implementation of a serial protocol 
requiring either a CRC check on receiving data, 
or sending a CRC on outgoing packets. While 
the hard-block peripheral doesn’t provide this 
function, I can use soft-core peripherals to 
give me this custom version of the peripheral. 
Since CRC has many options regarding the 
specific implementation (e.g., polynomial, bit 
ordering, initial value, and final processing), it 
is well suited to a soft-core peripheral defined 
at implementation time.

The schematic design is shown in Figure 3. 
Here I’m using a soft-core UART block, as one 
of the features of this soft-core block is the 
ability to mirror the transmitted or received 
data stream to another block. We are using 
this mirror to feed our CRC block with the 
outgoing data stream.

You’ll notice there is only a single CRC 
block, rather than a CRC on both transmit 
and receive. The smaller PSoC 4 device was 
unable to fit two soft-core 8-bit CRC blocks 
along with the full-duplex soft-core UART, as 
this required more programmable resources 
than available in the device. Upgrading to the 
PSoC 5LP would have moved from four to 24 
UDB blocks, so if you plan on doing more than 
a few simple tasks in the programmable logic 

the PSoC 4 will likely be too small for you.
Note I could have switched the soft-core 

UART to be half-duplex, where it can still 
transmit and receive, but requires a software 
API call to switch between transmit and 
receive mode. This half-duplex UART takes 
fewer resources, and I could then fit two 8-bit 
CRC blocks alongside the soft-core UART.

A brief snippet of the automatically 
generated Verilog source is given in Listing 1. 
You can see in this case the CRC block has 
automatically named nets connecting it to 
either the fixed values or the UART block (the 
UART block is not shown). Refer to Figure 3 for 
the schematic representation of this design. 

Building the hardware design generates 
the software framework, which I then added 
appropriate calls to drive the UART and CRC 
block. The resulting code to drive this is 
shown in Listing 2. The only trick in this is 
I had to mirror the bit order of the resulting 
CRC before transmitting. Your gut instinct 
here would be to modify the underlying 
Verilog to reverse the bit order of the output 
register to eliminate this step. In this case the 
output register is actually part of the hard-
core datapath block (i.e., ALU)—meaning, 
reversing the bit order requires either adding 
an additional control register or trying to use 
the datapath block to perform the reversing 
operation.

Using the soft-core blocks from 
Cypress makes utilizing the programmable 
architecture simple. While expanding or 
modifying them isn’t too difficult, you will 
need a bit of a shift in thought-process to use 
the UDB blocks including the datapath to their 
best potential.

THE PSoC DRAWER
Compared to even a small FPGA, the PSoC 

series has a minute amount of programmable 
logic. But the sub-$3 price of the PSoC 4 
makes it clear this isn’t designed for solving 
the same problems that might force you to 
use a soft-core processor in an FPGA. 

While the larger resources of the PSoC 
5LP make it possible to achieve slightly 
more complex peripherals, the specialized 
device architecture means you cannot simply 
port an existing Verilog design onto the 
programmable logic system.

This leaves the PSoC well suited to tasks 
requiring minor tweaks to peripherals—think 
nonstandard length SPI registers, special 
protocol interfaces, special calculators such 
as CRC or other frame check sequences, or 
just standard glue logic. The simple graphical 
configuration tool along with the ability to 
reach out and modify the underlying Verilog 
configuration leaves me feeling more confident 
of the long-term usability of this device.

LISTING 1
The resulting Verilog code for the CRC block connection is shown here. The net naming scheme is 
automatically generated by the tool.

    CRC_v2_40 CRC_TX (
        .di(Net_6553),
        .clock(Net_6538),
        .reset(Net_6555),
        .enable(Net_6556));
    defparam CRC_TX.Resolution = 8;
    defparam CRC_TX.TimeMultiplexing = 0;

    assign Net_6556 = 1’h1;
    assign Net_6090 = 1’h0;

circuitcellar.com/ccmaterials
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Hopefully, this article has given you a brief overview of an interesting 
processor architecture. As a final note, it is worth mentioning that Cypress has 
released a $10 development board (part number CY8KIT-059), which is fitted 
with one of the larger PSoC 5LP devices. Now you can keep a PSoC in your drawer 
for the next time you need just a little bit of programmable hardware (digital or 
analog).

Be sure to check out ProgrammableLogicInPractice.com for the full project 
files. I’ve also posted more snippets of the automatically generated Verilog code 
to give you a better idea of what the output of these tools look like. 

LISTING 2
This shows some example C code for driving the UART and CRC blocks, those blocks having been automatically 
generated by the Cypress tools.

#include <project.h>

unsigned char reverse(unsigned char b) {
   b = (b & 0xF0) >> 4 | (b & 0x0F) << 4;
   b = (b & 0xCC) >> 2 | (b & 0x33) << 2;
   b = (b & 0xAA) >> 1 | (b & 0x55) << 1;
   return b;
}

int main()
{
    uint8_t crc;
    
    /* Setup hardware modules */
    UART_Start();      
    CRC_TX_Start();
    
    /* Write DE, AD, BE, EF */
    UART_PutChar(0xDE);
    UART_PutChar(0xAD);
    UART_PutChar(0xBE);
    UART_PutChar(0xEF);    
   
    /* Wait until transmit complete (meaning CRC calculation should 
also be done) */   
    while(((uint8)~UART_ReadTxStatus() & UART_TX_STS_COMPLETE) != 
0u);
    
    /* Read CRC from hardware module */
    crc = CRC_TX_ReadCRC();

    /* Swap bit order */
    crc = reverse(crc);

    /* Append to packet */
    UART_PutChar(crc);
}

$995

teledynelecroy.com
800-909-7211 or 408-653-1262
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Several years ago, I was somewhat startled 
when I saw Dan Hesse, who was then the 

CEO and president of Sprint, on television 
talking about how Sprint was positioning 
itself to serve the machine to machine (M2M) 
community in the coming years. Sprint was 
going to be the place to go if you were a M2M 
developer. As embedded systems designers, 
it is not very often that we are the target 
of prime time television advertisements. 
I suspect Dan was not really targeting us. 
There are too few of us. He was targeting 
investors. But the point was made. The 
personal phone market had saturated in the 
US and M2M wireless connectivity with the 
advent of the Internet of Things (IoT) offered 
an almost unlimited growth potential in the 
US and worldwide. And the wireless carriers 
are critical to making that happen.  

I began this article series by discussing 
some of the ways our company has connected 
our embedded systems wirelessly to the 
Internet.  The current buzz in our industry is 
the IoT. Because of our lack of experience in 
satellite M2M, I will not be discussing satellite 
options. This may be an applicable wireless 
technology for some of your products, but we 

must take things in thin slices. This month, 
I want to talk about one of the critical first 
steps in designing your embedded IoT system: 
choosing the wireless carrier and the wireless 
technology that works best for you. 

TERMINOLOGY
Before we start, let’s define some terms:

Carrier: Okay, so most of us know about 
T-Mobile, AT&T, Sprint, Verizon, and maybe 
even Vodafone. These are wireless carriers.

Wireless or Over-the-Air (OTA) Technology: 
Here we get into some marketing jargon, but 
OTA technologies include GSM, LTE, EDGE, 
and so on.  They are marketed as 2G, 3G, and 
4G. It does make me wonder what the Fifth-
Generation OTA technology will do.

Radio Access Technology (RAT): Okay, I 
haven’t used this term, yet but many confuse 
the wireless or OTA technology with RAT. Here 
are the most prevalent RATs: time-division 
multiple access (TDMA); frequency-division 
multiple access (FDMA);  code-division multiple 
access (CDMA); and orthogonal frequency 

EMBEDDED IN THIN SLICES

Bob started this article series by examining a few 
different ways to connect an embedded system 
wirelessly to the Internet. This month he covers a 
few options for selecting a carrier for an embedded 
device and covers topics such as: OTA technologies, 
mobile virtual network operators, data plans, and 
project budgeting. 

By Bob Japenga (US)

The Internet of Things (Part 2)
Choosing a Wireless Carrier 
for Your Embedded System
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division multiple access (OFDMA). All of these 
RATs are separate ways to put multiple calls 
on the smallest available radio frequency 
spectrum. FDMA uses different frequency bands 
for each call. TDMA provides different time slots 
to the different calls. CDMA uses statistical 
spread-spectrum techniques to put each call 
in a particular frequency. OFDMA is not easily 
defined in a single sentence. Suffice it to say, 
it assigns subsets of subcarriers to each call. 
Remember that the goal is to put the most data 
through the smallest frequency band.

GEE-WIZ
If you listen to the marketing pitch for 

wireless service providers, you hear them 
talking about 3G and 4G. Even after several 
years and several successful deployments of 
wireless systems, my head sometimes spins 
when all of the various wireless technologies 
are described. Table 1 is my attempt at a 
concise table for OTA technologies.

The classification is important to us as 
developers because we need to choose a 
carrier and the OTA technology (sometimes 
called “air interface”) that fits our product 
specifications including recurring costs, 
nonrecurring costs, life of the product, and 
target location. Let me see if I can tease out 
how this can get complicated real fast.

TARGET LOCATION
Where is your design going to be used? If it 

is only in the US, then you have a wide number 
of options. Does the product move around? If 
you want your target to be used anywhere in 

the world, then your options just reduced. You 
can: pick an OTA technology that is available 
worldwide (UMTS); design in a module that 
supports multiple OTA technologies; or design 
your system to support separate modules for 
each of the OTA technologies that you want 
to support. Table 2 provides a summary of 
these options.

Fortunately, most of the module 
manufacturers create pin-for-pin compatible 
parts which are, for the most part, 
software compatible. If you take this option, 
you must certify the two different OTA 
technologies. Modules that support multiple 
OTA technologies are much more expensive 
and thus increase your recurring costs. But 
you only certify once. Certification costs are 
very large and certifying two different OTA 
technology modules can be time consuming 
and expensive (non-recurring costs). Also, 
most modules are only certified for three 
years so that nonrecurring cost becomes a 
recurring cost before you know it.  

We like to design it once, certify it and 
then ship it for 10 years. This time limitation 
on certification is a serious problem for all 
embedded system designers like us. We hope 
this will change.

PRODUCT LIFE
This is where the expected life of the 

product comes into play. M2M is very different 
from cell phone users who only keep their 
phones for one to two years. Two of our 
IoT devices have less than a five-year life 
because of their unique medical usage. For 

Table 1
OTA technology summary

OTA 
Technology

OTA spelled out
Marketing 
Classification

RAT US Carriers

GSM
Global System for Mobile 
Communications

2G TDMA AT&T,T-Mobile

GSM GPRS GSM General Packet Radio Service 2G+ (2.5G) TDMA AT&T,T-Mobile

GSM EDGE Enhanced Data rate for GSM evolution 2G+ (2.75G) TDMA AT&T,T-Mobile

UMTS
Universal Mobile Telecommunication 
System

3G W-CDMA AT&T,T-Mobile

1xRTT Radio Transmission Technology 3G CDMA (CDMA2000)
Verizon, Sprint, US 
Cellular

EV-DO Evolution-data optimized 3G CDMA
Verizon, Sprint, US 
Cellular

LTE Long Term Evolution 4G OFDMA
Verizon, Sprint, US 
Cellular, T-Mobile

LTE-Advanced Long Term Evolution Advanced 4G OFDMA AT&T
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such units, choosing an OTA technology is not 
constrained. But one of our IoT devices has 
a targeted 20-year life and that dramatically 
complicates your decision.  

Here is the problem. In 2012, AT&T announced 
that they were sun setting their 2G network 
starting January 1, 2017. When we create a 
design with a long life, we need to choose 
the technology with the highest probability of 
surviving for that length of time. But that is 
not trivial. Think of the developers of OnStar, 
which was based on an early cell technology. 
Even though the US federal government forced 
the carriers to extend the life of that technology 
to 2008, the carriers eventually shut down the 
system used on millions of cars. If you choose 
a 3G OTA technology today, will it be available 
in 15 years? Only time will tell. I think that the 
M2M explosion will provide the revenue stream 
for the carriers to maintain these long after 
the phone users have stopped using 3G. But 
remember, I am an engineer not a financial guy.

CAN YOU HEAR ME NOW?
Once you have some idea as to the OTA 

technologies that are acceptable to your 
price point and location, how do you choose 
a carrier? First, in the US, you need to 
understand the three types of carriers that 

you can go with. 
Cell Providers: The first type is those 

providers that actually build cell towers and 
receive and transmit RF to the M2M device. 
Of course, in the US, the big five are AT&T, 
Sprint, T-Mobile, Verizon, and U.S. Cellular. 
Figure 1 shows their market shares by 
subscribers in the US. There are a host of very 
small providers with very local coverage that 
may work fine for one of your designs if your 
target is local, but we have no experience 
with them.

Mobile Virtual Network Operator (MVNO): 
We live in a day of many “virtuals.” So it 
should not surprise you that there are scores 
of MVNOs. These are companies that lease 
wireless data services from the big five. Each 
is dependent upon the wireless carriers for 
everything. By choosing an MVNO, you have 
more leverage in negotiating your data plan 
because they are smaller. This is less of an 
issue now since the major players want your 
M2M business.

Hybrid Carriers: There is one carrier, Aeris, 
which is somewhat in a class by itself. In the 
US, it has its own CDMA network (3G 1xRTT 
and EV-DO), which is specifically designed for 
M2M applications. In the rest of the world, 
they are an MVNO leasing a GSM network (2G 
and 3G) from the local provider. This is a giant 
advantage for companies that don’t want to 
negotiate data plans with all of the carriers 
worldwide. Each country can have its own 
separate wireless carrier. They have done the 
leg work for you. Of course the data plan costs 
will reflect this extra work, but we have found 
that for most small companies that we work 
with, the effort of negotiating a data plan with 
each of the GSM cell providers worldwide and 
obtaining the necessary certification on each 
network is a significant block to worldwide 
deployment. We have found that Aeris makes 
that simpler and the cost penalty is not that 
significant for our products.

FOLLOW THE MONEY 
You don’t need a Deep Throat to tell you 

that you need to follow the money when you 
consider a carrier. The carriers are getting 
much more competitive with their data plans 
for M2Ms than when we first started. Initially, 
we could not get companies like Sprint to 
even talk with us. On early M2M designs, we 
could not even get them to return our calls. 
Now, things are very different. The carriers 
know about our concerns. Data plans for 
M2M devices can be very, very cheap if your 
data is very, very small. All of the carriers we 
have worked with support data usage pooling 
across your fleet. Here is what that means 
for you. Let’s say that you only utilize 600 KB 
of data each month and you have a 1 MB-

ABOUT THE AUTHOR
Bob Japenga has been designing embedded  
systems since 1973. In 1988, along with his 
best friend, he started MicroTools, which spe-
cializes in creating a variety of real-time em-
bedded systems. With a combined embedded 
systems experience base of more than 200 
years, they love to tackle impossible problems 
together. Bob has been awarded 11 patents in 
many areas of embedded systems and motion 
control. You can reach him at rjapenga@mi-
crotoolsinc.com.
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per-month data plan. But every six months 
you update your software OTA.  The software 
update takes 800 KB of data. You could update 
half your fleet one month and the other half 
the other month and stay within your 1 MB-
per-month data plan.

Another area that used to be a pain 
has to do with device deployment and data 
plans. Previously, if we wanted to test the 
cell modem during manufacturing, we had 
to pay the monthly charge even if it sat in a 
warehouse for three months. Now the carriers 
are accommodating. Each has its own way of 
doing it, but most provide something that is 
workable with a manufacturing process that 
needs to test the cell operation before it ships. 
But you do need to find out what they offer so 
you can tailor your manufacturing process to 
their data plan.

CHIPS AND SALSA?
In choosing your carrier and OTA wireless 

technology, you need to factor into your cost 
budget the antenna and the module itself. 
We’ve found that the modules for 2G and 3G 
typically are significantly cheaper than those 
for 4G and LTE. For LTE, you are required 
to have two antennas. That doubles your 
recurring cost right there. (By the way, I think 
that will get relaxed in the near future. For 
most M2M, we don’t need that second antenna. 
It is used to increase throughput.)  Your 
certification costs can also be significantly 
higher for the 4G technology parts. One quote 
we got was 3.5 times the cost of certifying a 
1xRTT 3G solution.  When you buy a module, 
you need to pick which carrier you want it to 
work on. For example, we buy Sierra Wireless 
modules for the AT&T network. We buy u-blox 
modules for the Verizon network. We also buy 
u-blox modules for the Aeris network.

JOIN THE REVOLUTION
Designing a device that can join the IoT 

revolution is not for the faint of heart. If 
you are new to it, there is a lot to learn in 
a very short period of time. And of course 
the sales people assume that you know all 
of this alphabet soup that is involved in 
taking the first steps in selecting an OTA 
technology and a carrier. As always, we 
have taken it in thin slices. And so can you. 
Next time, we will look at yet another factor 
in being part of the IoT revolution. Of 
course, only in thin slices.  

Table 2
Cell modem types

Option Advantages Disadvantages

Multi-carrier module
• One part to stock 
• Single Test procedure 
• Single certification

• Higher recurring costs 
• Slightly higher certification costs 
• Multiple carriers to negotiate with

Worldwide OTA 
technology  (UMTS) 
module

• One part to stock 
• Single Test procedure 
• Single certification

• Higher data plan OR negotiate with many 
worldwide carriers 
• Not necessarily the best coverage in the US

Separate pin and 
software compatible 
module

• Negotiate the lowest recurring data plan cost 
• Can cost less based on the market 
• Prepares you for future module changes

• Multiple SKU’s 
• Multiple parts to stock 
• Multiple test procedures

TRACE32®

www.lauterbach.com/1553
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Welcome back to the Darker Side. A couple 
of months ago, Jeff Bachiochi wrote an 

article about ladder logic programming and 
illustrated his article with pictures of vintage 
mechanical calculators (Circuit Cellar 297, 
“Ladder Logic, 2015”). While reading the 
article, I also happened to be looking for a 
subject for this column. Fortunately, some 
of my neurons fired and I got a great idea—
vintage calculators!

This month I will not present another radio 
frequency technique or signal processing 
algorithm. I will just talk about vintage 
calculators. Why? A few reasons. 

First, this article will appear in August 
and summer is a nice time for such a 
refreshing topic. Second, this is my 50th 
Darker Side column, so I want to celebrate 
the achievement with something a little 
different. (Yes, the first Darker Side was 
published back in August 2007. Prior to that, I 
published a couple of project-oriented articles 
and winning design contest entries in Circuit 
Cellar, but that’s another story. Fifty Darker 
Side articles, this is something, right? I must 
admit that I wouldn’t have bet to last so long 

when Steve Ciarcia asked me to start this 
column.) And lastly, I must confess that I’m 
addicted to vintage calculators, which I’ve 
collected since I was a teenager and more 
seriously during the last 10 years. I now own 
around 500 of them (which is probably a 
ridiculous achievement compared to serious 
collectors). 

My collection comprises mainly electronic 
pocket calculators from the 1970s and early 
1980s. I could have collected cars, stamps, 
or wine bottles, but I collect calculators. Let’s 
be honest, there are a couple of positive sides 
to it. Firstly, vintage calculators don’t cost 
much. Except for some very rare models, 
vintage calculators are not perceived as high-
value items (like watches) and are often sold 
at flea markets for a couple of dollars. OK, the 
prices are starting to be higher on eBay, but 
that’s life. Secondly, they don’t take too much 
real estate. Even if I have some large and 
heavy mechanical models, my full collection 
fits in a closet and this keeps my wife Isabelle 
happy. Lastly, and especially for an electronic 
designer like me, vintage calculators are 
really fun. 

Vintage 
Electronic 
Calculators

THE DARKER SIDE

PHOTO 1
Take a look at the 1968 Sharp Compet22 and its wonderful 
Nixie display.

This month Robert takes a break from 
his usual focus on RF technologies to 
write about one of passions—vintage 
electronic calculators. He provides a few 
examples from his collection and even 
pops the hood on a few of them.

By Robert Lacoste (France)
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EARLY ELECTRONIC CALCULATORS
In this article I will not present a formal 

history of calculators. (There are a few good 
books on the subject. I list one at the end of 
this article.) My aim is just to show you some 
samples from my collection, targeting early 
years pocket electronic calculators. As Circuit 
Cellar is about electronics, I’ll also share some 
images of my calculators’ electronics.

Let’s start with the ancient world. Prior 
to electronic calculators, we had mechanical 
devices. As you might know, the first working 
mechanical calculator, La Pascaline, was 
designed by the French mathematician 
Blaise Pascal in the 17th century. However, 
mechanical calculators started to be 
manufactured only two centuries later. 
They became commonly used (at least for 
accountants) in the early 1900s. Skipping 
some early electromechanical devices and 
room-sized vacuum-tube systems, the first 
actual bench top electronic calculators 
appeared in the early 1960s. I’m not lucky 
enough to have one of those early models 
(e.g., ANITA, Friden EC130, and Sharp CS-
10A), but my oldest electronic calculators still 
date back to late 1960s. 

Check out my 1968 Sharp Compet 22 in 
Photo 1. In particular, look at the display, 
which is using my favorite technology—Nixie 
tubes. Such tubes are made of 10 neon digits 
stacked on each other, giving a nice 3-D 
experience. Very nice. This Sharp calculator 
is in fact part of electronics history. It was 
the second calculator worldwide to use 
metal-oxide silicon (MOS) integrated circuits. 
The first to do so was another Sharp model 
launched some months earlier. Refer to 
Photo 2 for a look inside. No less than 83 
TO100 integrated circuits and an amazing 
number of discrete components! This 
calculator has also an extension connector on 
the back, which allowed users to connect the 
so-called “CSA-12 memorizer unit,” making 
it one of the first devices to support a kind 
of macro commands. Last but not least, it 
calculates on 24-digit numbers. Of course, 
only half of them are displayed at a time. Just 
for the fun I measured its calculation speed 
and found about 500 ms for a division. The 
nice thing is that all the digits become crazy 
during the calculation. Someone forgot to add 
a blanking signal. 

Before jumping forward to pocket 
calculators, just have a look at the Addo-X 
9354J in Photo 3. It is a rebranded version of 
the Sharp QT-8, nick-named “Micro-Compet” 
(1969). This model’s development marked 
another milestone in electronics history. 
It was the first calculator built with large-
scale integration circuits (LSI). Thanks to 
the advances of semiconductor technology, 

PHOTO 2
Internally, the Sharp Compet22 is built around 83 MOS early integrated circuits and hundreds of passive 
components.

PHOTO 3
The Sharp QT-8B is one of the first 
LSI-based calculators. Here it is 
rebranded as the ADDO-X (1969). Look 
at its eight-segment display.
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it required only four 42-pin ceramic ICs. 
Each IC, manufactured by Rockwell, contains 
no less than 900 MOS transistors. This may 
seems ridiculous compared to the 5.5 billion 
transistors in Intel’s latest Xeon processors, 
but it is still impressive! Some months later, 
the Japanese team that developed the QT-8 
worked for a new company named Busicom. 
They contracted with two small US companies 
to develop an IC for a new calculator. These 
US firms were Mostek and Intel, and the 
chip became the 4004, the first single-chip 
microprocessor. 

Let’s stay with the Sharp QT-8 calculator. 
Another interesting feature is its display. 
Look closely at Photo 3. The display is neither 
Nixie tubes nor seven segments. It uses very 
exotic fluorescent tubes based on an eight-
segment arrangement! This provides nicely 
stylized digits, even if the zeros are far from 
readable. I don’t know any other device made 
with such a display, except some derivatives 
like the pocket-sized Sharp EL-8 launched the 
next year. 

PHOTO 4
Here is another piece of history, the 
Canon Pocketronic and its tape-printer 
display.

PHOTO 5
The HP35 was the first scientific calculator. It was HP’s first 
pocket calculator.

PHOTO 6 
The first Texas Instruments pocket calculator, the TI2500, looks a little dated.
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POCKET CALCULATORS 
Let’s move on to the first “pocket” 

calculators. Back in 1965, a team of Texas 
Instruments guys, led by the well-known 
Jack Kilby (no less than the inventor of the 
IC in 1958), started to work on a hand-
help calculator. The calculator, named “Cal-
Tech,” was more of a demo system than a 
manufactured product. However, the concept 
was sold to Canon (Japan), and used to design 
the Pocketronic calculator (fall of 1970). There 
are very few Cal-Tech units worldwide, but 
I do own a Pocketronic (see Photo 4). Once 
again the display is the most interesting part 
of this calculator. It isn’t actually a display, 
but a small horizontal-side thermal printer. 
The printed result was simply visible through 
a window before exiting the calculator on the 
left side. 

From 1970 to 1972, the pocket calculator 
market really exploded with a long list of 
manufacturers: Sharp, Sanyo, Bowmar, Craig, 
Commodore, Brother, Casio, Rapid-Data, and 
a few others. As the market was starting to 
be significant, two heavy new players came to 
the playground in 1972. The first was Hewlett-
Packard with its HP35 (see Photo 5). Another 
important milestone, this was the first pocket 
scientific calculator worldwide. By the way, do 
you know why it was named the HP35? Just 
count the number of buttons on its keyboard. 
Hewlett-Packard then kept the innovative edge 
for years, with its first financial calculator 
(HP80, 1973), the first calculator with a 
“shift” key (HP45, 1973), the first magnetic-
card programmable calculator (HP65, 1974), 
the first alphanumerical calculator (HP41C, 
1979, my favorite), and a few others. HP was 
renowned for its reverse-polish notation 
(RPN), which proved to be significantly faster 
to use than standard algebraic entry systems. 
In a nutshell an RPN calculator is based on a 
stack, and rather than entering “1+2=”, you 
have to key in “1 Enter 2 +”. This may not 
seems obvious, but this is far easier on more 
complex calculations. Just as an example, if 
you want to calculate 12 × (log(10 + 5) +1), 
you would do “12 enter 10 enter 5 + log 1 
+ *”, no parenthesis needed. RPN aficionados 
are still numerous. That’s probably why HP 
re-manufactured some RPN units these last 
years.

Let’s go back to 1972. The other company 
who started to make their own calculators 
that year was Texas Instruments (TI). TI was 
actually building chips for plenty of other 
manufacturers, but its first branded product 
was the TI2500, which launched in June 1972. 
Honestly, it was fat and not really competitive 
even in 1972 (see Photo 6). Fortunately, TI 
had the resources to quickly develop more 

PHOTO 7
This is the National Semiconductors 
NS600. Can you find a decimal key?

PHOTO 9
The display of the Sharp EL120 is just three digits long. Can you imagine that?

PHOTO 8
The Sharp EL120 was an attempt for a 
low-cost unit. Interestingly, the white 
button behind the display adds one to 
the result.
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advanced products like the SR10 (the first TI 
with the square root function), SR50 (the first 
TI scientific calculator), and SR56 (the first TI 
programmable calculator). This culminated in 
1976 with the massive widespread of the TI30, 
which sold for no more than $25, making it 
a huge success for scholars. According to 
Wikipedia, 15 million TI30 units were sold 
from 1976 to 1983.

EXOTIC CALCULATORS
Now let’s have a look at some calculators 

that are for me significantly exotic. The first 

one could be the National Semiconductors 
NS600, which dates back to 1973 (see 
Photo 7). Do you see anything strange? 
Firstly, it doesn’t have any equal key, as it 
uses a kind of RPN. Nor does it have an Enter 
key, which makes it quite difficult to use. And 
there isn’t a decimal point key. The calculator 
works only on integers! I’m not sure how it 
ever sold. 

Another interesting example is the 1973 
Sharp EL120 (see Photo 8). This was very 
probably an attempt to make a low-cost 
calculator. Its display is only three digits! It 
can calculate eight-digit numbers, but you 
have to write down the result three digits by 
three digits. Very easy! Photo 9 shows you 
what’s inside, with its custom glass-tube 
display and capacitors with strangely long 
legs.

The next year, in 1974, the first liquid 
crystal displays (LCDs) appeared. Of course, 
they grabbed the market very quickly thanks 
to their low power requirements. However, the 
units from that era weren’t as sexy as today’s 
current ultra-thin LCDs. The Sharp EL808 in 
Photo 10 was produced a couple of months 
after the first actual LCD-based calculator 
(aka the Sharp EL805). They both used the 
same LCD, which is a very low contrast so-
called COS display. Due to the poor contrast, 
the calculator required a backlight and a flap 
to hide the display from ambient light. 

Of course, the United States and Japan 
where not the only countries to design and 
manufacture calculators. As an example of, 
well, more exotic technology, look at Photo 11, 
which shows the printed circuit boards in a 
Russian (sorry, USSR at that time) calculator—
The Elektronika C3-15 (1975). As far as I 
know it is the first Russian pocket scientific 
calculator, and I love its integrated circuits 
and long wires. I’m sure electromagnetic 
compatibility was less of a concern then than 
it is today!

In the 1970s, software developers were 
not programming in Java and XML. They were 
significantly closer to the actual hardware, as 
assembly language was ubiquitous. That’s why 
Texas Instruments produced a variant of the 
TI30 dedicated to software developers, the TI 
Programmer (see Photo 12). Launched in 1977, 
it enabled users to calculate in decimal, binary, 
octal, and hexadecimal. The mathematical 
operations were replaced by logical functions: 
OR, AND, XOR, shifts, and so on. In 1982, 
Hewlett-Packard addressed the same needs 
with a much more advanced programmer-
oriented calculator, the HP16C. This one is 
quite rare. It originally sold for $150 and will 
cost you roughly the same today.

Lastly, I can’t resist showing you one of 
my recent findings, the Sharp EL8048 (see 

PHOTO 10
The Sharp EL808 has one of the first 
LCDs.

PHOTO 11
Take a look inside the Russian Elektronica C3-15. Very exotic, isn’t it?
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Photo 13). I don’t know what the designer 
was thinking of, but apparently in 1979 there 
were some users who couldn’t decide between 
an electronic calculator and an abacus.

TECH EVOLUTION
Vintage calculators are great 

demonstrations of technological progress. 
The first electronic calculators were developed 
only 10 years after the invention of the 
integrated circuits. These machines, around 
1969, were lab projects. They were bulky, 
ultra-expensive, four-operation machines. 
Only seven years later, in 1976, millions of 
$25 pocket scientific calculators were selling 
worldwide. Few technologies moved so fast. 
Moreover, calculators actually pulled the 
technology forward. It is the demand for 
electronic calculators which accelerated 
the development of low-cost, large-scale 
integration circuits, and ultimately the 
invention of the microprocessor. It is the 
calculator business that forced designers to 
find innovative display technologies, from 
Nixie tubes to vacuum fluorescent devices 
(VFD) to LEDs to LCDs. 

Things are different today. Display 
technology is pulled by mobile phones, and 
calculator makers reuse it. As an example, 

Google and look at the latest HP Prime 
graphing calculator. Where do you think its 
multi-touch color 3.5” 320 × 240 TFT display 
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PHOTO 12 
The TI Programmer was intended for 
software developers with multi-base 
and logical operations.
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comes from? Well, the bad news is that 
calculators also benefit from the bad aspects 
of mobile phone evolution. This HP Prime no 
longer works for months on batteries like 
my trustee 35-year-old HP41C, but it had a 
rechargeable Lithium-Ion battery rated for 
20 h of normal usage. Similarly the HP Prime 
no longer starts immediately when you need 
it, but it requires a long 8-s booting process, 
even with its on-board 400-MHz ARM9 
processor. Does this remind you something? 
I guess this is progress.

Talking about processors, the vast 
majority of vintage calculators were based 
on dedicated chips developed by Texas 
Instruments, Hitachi, Rockwell, and a few 
other companies. However, general-purpose 

microprocessors were also used, at least 
in the 1990s. For example, the TI81—the 
first graphing calculator made by Texas 
Instruments in 1990—was based on a 2-MHz 
Zilog Z80. A couple of years later, the TI92 
(1995) used a 16/32-bit early processor—the 
well-known Motorola MC68000—running at a 
blazing speed of 10 MHz.

Another interesting gizmo is the HP20B. 
This is a financial calculator launched by 
Hewlett-Packard in 2008, so you might not 
find it too sexy. But, dear Circuit Cellar reader, 
there is something about this calculator that 
should interest you. It’s the first hackable and 
nearly open-hardware calculator! It has an 
ARM processor (i.e., an Atmel AT91 variant) 
and a user-accessible JTAG connector. HP 
published its full schematics as well as 
a software development kit. If you are 
interested, browse to the WP34S wiki site, 
which explains how to repurpose the HP20B 
into a full-featured scientific calculator. Maybe 
could you find an HP20B, or its sister HP30B, 
and build something more exciting with it!

WRAPPING UP
Now you all know my secret: I love vintage 

calculators. And you also know how to make 
me happy. Do you have an old calculator in 
your basement? Don’t you think it will be 
happier with all its friends in my collection? 
Have a look on my personal website (www.
alciom.com/perso/calc), which list all of my 
calculators, and if yours isn’t there, then just 
send me an email—or, well, ship it directly to 
me! You will have at least all my thanks, and 
may be some French specialties in return. Of 
course, if you prefer to start your own 
collection, I will never blame you. If you look 
around, and ask your friends and family, 
you’ll likely end up several free calculators, 
which would be a good starting point. Then 
you can buy a copy of Guy Ball and Bruce 
Flamm’s excellent book, The Complete 
Collector’s Guide to Pocket Calculators 
(Wilson/Barnett Publishing, 1997), and you’ll 
be ready to launch! Just don’t forget to always 
remove the batteries from your treasures, as 
leaking acid has led to the death of many 
calculators. Have fun! 

PHOTO 13
Abacus or calculator? With the Sharp 
EL8048, it’s your choice!
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The first guide dog training school on the 
West Coast began in the early 1940s to 

assist servicemen who had lost their sight in 
World War II. Prior to the guide dog program, 
a blind or visually impaired individual’s only 
option was to use a white cane. The cane 
became an extension of the hand and enabled 
the user to locate ground-level objects (or the 
lack of objects) such as a curb or staircase. 
Today, we have electronic canes with ultrasonic 
capabilities enable users to sense distance 
without actually having to touch an object. 
The technology works in a way similar to how 
a bat flies at night and catches insects while 
avoiding the ground and other objects.

Most automobiles have the same needs. 
Maneuvering through their environment will 
continue to be a challenge without the power of 
sight. In the short term, our automobiles might 
be the only mobile platform large enough to 
contain the computational and power source 
requirements to approximate the power of our 
occipital system. Like the white cane, bumpers 
are by far the simplest devices we can use 

to determine open pathways. Today’s auto 
commercials tout available IR and ultrasonic 
sensors, which keep vehicles at some minimum 
distance from the objects they can detect.

Last month, I covered some of the 
shortcomings of IR and ultrasonic sensors 
and introduced PulsedLight’s LIDAR-Lite laser 
sensor. Unlike most laser devices, the LIDAR-
Lite costs less than $90 and provides spot 
distances of an adequately sized target of up 
to about 60 m. The key is a small field of view 
(FOV) of 3°. Those familiar with ultrasonics 
know its FOV of ~60° makes it difficult to use 
in many situations.

One of the most advantageous features 
of LIDAR-Lite is its ease of use. The simple 
trigger input/pulse output pin lets you use the 
device right out of the box. Once triggered, the 
user need only measure the pulse width of an 
output pulse to be able to calculate distance. 
The application presented last month used this 
approach using an Arduino Mega to trigger 
the LIDAR-lite and measure its pulse output. A 
DOG LCD interface displayed the corresponding 

Light Detection and Ranging 
(Part 2) 

Laser Sensor Exploration

Last month, Jeff explained how he used an Arduino Mega to 
trigger a LIDAR-lite and measure its pulse output. This month 
he takes a closer look at laser sensor exploration and looks into 
the communication via the I2C interface.

By Jeff Bachiochi (US)

FROM THE BENCH
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distance. For those of you that are willing to 
communicate (I2C) with the LIDAR-Lite module, 
we can delve into its expert mode.

SERIOUSLY
The key to this new technology is 

PulsedLight’s SoC, which handles the 
transmission signal, storing return data, an 
I2C interface, and a digital processing core 
capable of correlating the transmit data with 
received data to calculate time of flight (TOF). 
I’d bet they would be happy just to sell SoCs, 
but the reality is that unless you can get 
companies to buy in, that just won’t happen. 
I am pleased with the open approach they are 
offering. Users have full access to the SoC’s 
register set, which is divided into the internal 
registers (those dealing with the system 
microprocessor) and external registers (those 
working with the correlation processor.) Before 
getting into these, let’s take a quick tour of 
what’s going on.

The transmitting laser is modulated 
by formatted data at a 50-MHz rate. The 
modulating data is a 500-ns Barker code 
burst (ideal data chosen for its autocorrelation 
properties). This burst is first sent to the 
receiver, where it is sampled as a reference. 
Then it is sent out the transmitting optics to be 
hopefully received when the signal is reflected 

off an object and bounces back through the 
receiving optics. The receiver samples data 
(via a comparator) at a very fast single bit 
rate of 500 MHz. It’s not the actual samples 
that are stored, but the accumulation of edges 
seen (changes in data) during a particular 
2-ns window. For those of you keeping track, 
2 ns is the time for light to travel 2´ or a 
measurement distance of 1́ , so each sample 
has the resolution of about 1́  in distance. Each 
sampling period continues from zero time (the 
start of the transmitted burst) until the allotted 
sample memory is full. Multiple transmission 
bursts are required until the total accumulated 
edges for any sample window reaches some 
arbitrary value (or the maximum number of 
bursts have been transmitted. Somewhere 
in this memory there is a wave shape that 
resembles the reference.

Now we’ve got to do two things. Find the 
point in the sampled data that best matches 
the reference data. The correlation algorithm 
relies on the ability of the special Barker 
sequence data such that an exact match can be 
found. The difference between the amount of 
time (2-ns samples) from zero to the correlated 
sample point and the amount of time between 
zero and the correlation reference point is the 
distance to the nearest foot. The best match 
may actually occur between sample points, 

TABLE 1
External registers refer to those within 
the microprocessor and are mapped 
to begin at 0x00

Internal Registers
Number Name Function

0x00 Command Control Acquisition control

0x01 Mode/Status Process status

0x02 Maximum Acquisition Count Maximum allowable bursts

0x03 (WO) Correlation Record Length 
Number of blocks used
(block = 64 2ns samples)

0x04 Acquisition Mode Function control

0x05 Measured Threshold Offset (Acquisition) Signed Sampler Ratio

0x06/7 (RO) Measured Delay of Reference (Correlation) Correlation Time Zero Offset 

0x08 Reference Correlation Measured Peak Correlation Maximum Value

0x09
Velocity Measurement
(0.1m/s or 1m/s)

Calculated Speed

0x0A/B (RO) Measured Delay of Signal (Correlation) Correlation Time Zero Offset

0x0C (RO) Signal Correlation Measured Peak Correlation Maximum Value 

0x0D (RO) Correlation Noise Floor Correlation Maximum Value

0x0E (RO) Receive Signal Strength
Correlation Maximum Value/ 
Bursts 

0x0F/10 (RO) Calculated Distance (cm) Calculated Distance 

0x11 DC Threshold Command Value DC Offset Setting

0x12 (WO) Added Delay 
reduces demand on 
transmitter 

0x13 Distance Calibration Signed Distance Offset

0x14/15 (RO) Previous Measured Distance Last Calculated Distance 
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where adjacent correlation values reverse 
polarity. By interpolating between these two 
adjacent sample points, a fractional portion of 
a foot can be obtained.

USING THE I, 2C THE DATA
The I2C interface is fixed to address 0x62. 

Like many devices, there are a number of 
registers that are available to the user. I2C 
transfers are based on a register pointer. The 
first data byte following a write will always be 
loaded into this pointer. Therefore, most reads 
will begin with a write to set the pointer to the 
register of interest. Writes containing more 

than one data byte will fill registers with data.
The LIDAR-Lite register set contain 

two groups of registers, internal registers 
0x00–0x15 from the microcontroller and 
external registers 0x40–0x68 come from the 
correlation processor. You may notice some 
similarity between some internal registers 
in Table 1 and the external registers in 
Table 2. Many registers are Read Only (RO) 
or Write Only (WO). Note all registers are less 
than 128 (0x00–0x7F). One highly important 
fact about this particular implementation of 
the I2C interface is that the register pointer 
only autoincrements when you set bit 7 to “1” 

TABLE 2
External registers refer to those within the correlation processor and are mapped to begin at 0x40.

External Registers
Number Name Function
0x40 Command Control Begin Process

0x41 Hardware Version

0x42 Preamp DC Control DC Offset Setting

0x43 Transmit Power Control Reference and Signal Power

0x44 Processing Range Gate (low) Correlation starting point LSB

0x45 Processing Range Gate (high) Correlation starting point MSB

0x46/7 Range Measurement PWM Output Trig/PWM Pin status

0x48 Acquisition Status Process status

0x49 (RO) Measured Threshold Offset (Acquisition) Signed Sampler Ratio

0x4A (WO) Output Port Control Port

0x4B Range Processing Criteria (2 echoes) Selection bits

0x4C (RO) 2nd Largest Detected Peak (Correlation) Maximum Value Found

0x4F Software Version

0x51 (WO) Correlation Record Length Number of blocks used
(block = 64 2ns samples)

0x52 (RO) Correlation Data Access Port Memory Data (byte)

0x53 (RO) Correlation Data Access Port Memory Data (sign bit)

0x57/58 (RO) Measured Delay (Correlation) Correlation Time Zero Offset

0x59 (RO) Correlation Peak Value (Correlation) Correlation Maximum Value

0x5A (RO) Correlation Noise Floor Correlation Maximum Value

0x5B (RO) Received Signal Strength Correlation Maximum Value/ Bursts

0x5C (WO) Reset Correlator / Increment Burst Pattern Reset/Control

0x5D (WO) Acquisition Settings Memory Selection

0x5F (RO) Measured Transmit Power Hardware Measurement

0x60 (RO) Measured Fine Delay Interpolation Value

0x61/62 (RO) Course Delay Correlation Point

0x63 Positive Correlation Sample (BZC) Data Value of Correlation Point

0x64 Negative Correlation Sample (AZC) Data Value of Correlation Point+1

0x65 (WO) Power Control Settings Power bits

0x68 Velocity Measurement Window Interpulse Spacing Period
(delta distance/time)
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PHOTO 1
My first application makes it easy 
to read and write to LIDAR-Lite’s 
registers. A drop-down box displays 
all the registers for easy picking. 
Besides interacting with registers, 
other selections automate activities 
like gathering data from any of the 
memory areas and graphing and 
printing the data. 
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when addressing any register. This allows you 
the option to repeatedly read a register without 
having to set the register pointer prior to each 
additional read. This is especially important when 
reading data records through a register pair, if 
7-bit = “0”, you’ll read the same data repeatedly.  

To begin the acquisition process with the 
default configuration, we need only write 0x04 
to register 0x00, the Command Register. The 
resulting calculated distance will be placed 
into register pair 0x0F:0x10. You can read 
a byte from 0x0F and a byte from 0x10 or 
read two bytes from 0x8F. (Remember the 
autoincrement function uses bit7 = “1”.) Note 
that I2C reads and writes use an ACK/NACK bit 
to allow the selected device to indicate that it is 

too busy for a response. Make sure you check 
for this and retry the read/write if the device 
was busy. Since the resulting 16-bit value is 
presented in centimeters, you may wish to 
apply a conversion factor to the value if you 
wish the distance result to be in some other 
units like inches for instance. Otherwise, that’s 
all that’s necessary to take a measurement 
and retrieve the data.   

Since PulsedLight has opened up many of the 
registers to us, we can get a good idea of what 
is going on by dumping some of the memory 
areas. We can use register 0x5D to request one 
of three areas, template, signal, and correlation. 
The template area holds the samples for the 
reference burst (64 samples). The signal area 
holds the samples received for the burst echo. 
The correlation area holds the correlation result 
on the template and sample data.

To help me see this, I modified the Arduino 
program I used last month to act as a go 
between the LIDAR-Lite and Arduino’s USB 
port. The Arduino recognizes a few ASCII 
commands (Wxx yy=zz and Rxx yy) to write 
to and read from the LIDAR-Lite I2C registers, 
where xx is the base I2C device address, yy is 
the register of interest, and zz is the data, all in 
hexadecimal. This would allow a serial terminal 
to talk to the LIDAR with simple commands 
typed from the keyboard using a serial terminal 
program. Or, one could write an application to 
make it even easier to mess around with. The 
Liberty BASIC application I wrote (see Photo 1) 
shows Registers selected from the menu bar. 
Here you can choose any register to read from 
or write to (WO registers read as zero). Other 
menu bar items Select Bank, Graph, and Print 
are used to obtain, graph, and print data from 
the three memory choices template, signal, 
and correlation. I pasted graphs of the three 
memory areas into Photo 2 for comparison. 
While the template’s 64 bytes are stretched to 
fit screen, the sample and correction lengths 
are based on register 0x51, the start and stop 
addresses (in 64-byte chunks.)

The measurement and verbose menu 
options let you toggle On/Off continuous 
measurements (and display the result in your 
choice of units as in Photo 3) and see all of the 
conversations between the application and the 
LIDAR-Lite/Arduino hardware.

MAPPING
The high-end LIDAR units use a rotating 

laser to take measurements in a 360° pattern. 
While this might be on the drawing board at 
PulsedLight, I can take it to an intermediate level 
by adding a servo to pan the LIDAT-Lite module. 
Once again, I modified the Arduino interface to 
include an RC servo board. Yes, I realize that the 
Arduino has a servo command, but I wanted to 
avoid potential critical timing issues, so I used 

PHOTO 2
Here we see sampled data from the reference (top) and sample (center). The bottom graph is the correlation 
reference and sample data
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PHOTO 3
Of course we can read the measurement results via I2C (as opposed to measuring the pulse width output 
from the Trig/Pulse pin). While data is presented in centimeter units, a simple conversion will put this into 
any format you may want. 

the Adafruit’s 16-channel 12-bit PWM/Servo 
Driver I2C interface. An additional command 
‘Sx y’ allows any servo (0-15) to be set to any 
absolute position (–90° to 90°).

I wanted to see what my office would look 
like using LIDAR-Lite as if it were attached 
to a robot that scanned the area from left to 
right. I wrote another application to instruct 
the servo to start at –90° (left) and to take a 
measurement at every degree to 90° (right).  To 
assure accuracy, I assumed the servo takes 1 
s to traverse 180° (it’s actually ~0.6 s). So, I 
pause 60 s/180°, or 333 ms after each 1° step, 
before taking a measurement. In reality, one 
horizontal scan requires 9 s. If I move vertically 
1° each horizontal scan, the total time will now 
take 9 s × 50 scans = 450 s, or ~8 minutes, and 
require larger arrays for azimuth, elevation, 
and measurement. I added a delay between 
each move and measurement to allow the servo 
to reach position and cease movement before a 
measurement was taken. A couple of arrays are 
used to store position and distance measured.  

Once the arrays were filled with the 181 
sample points taken in a horizontal scan line, 
the collected data could be displayed on a 
graph as if viewed from above. The resulting 
graph is shown in Photo 4. The LIDAR module 
is located atop a printer just to left of my desk 
and pointing away from the desk. A worktable 
and file cabinets are located in front of the 
module and you can see free space out to the 
module’s right. This is actually a closet I use 
to store active projects. A robot would have no 
problem finding its way into the closet.

Once I’d seen the graph, it was all over. 
I wanted more. Thus, a second servo was 
added to allow the LIDAR-Lite to see up and 
down with a change in elevation. Most of the 
support was already there. I just needed to 
add a routine to change the elevation servo 
between each horizontal azimuth scan. I chose 
to use elevations between –10° and 40°. This 
would extend a 9-s scan to 9× 50 = 450 s, 
or ~8 minutes, and require larger arrays for 
azimuth, elevation, and measurement.

I added file save, load, and print graph 
routines so I would have a permanent record 
of the data. When graphed, it was difficult to 
make sense out of the additional data when 
viewed from above as in Photo 5. Oh, how nice 
it would be to see this in 3-D! I didn’t have 
the time to devote to writing a 3-D viewer and 
was in a deep funk. I could, however, use my 
application to calculate Cartesian coordinates 
for each Spherical measurement I had taken. 
Most CAD programs allow import and export of 
DFX files and this used Cartesian coordinates. 

SPHERICAL VS. CARTESIAN
Spherical coordinate system use two angles 

(azimuth and elevation) and distance to select a 

PHOTO 4
Plotting a bird’s eye view of the data lets you see exactly what’s out there in a horizontal scan of my cluttered 
office. There isn’t much room right out in front of the sensor, but off to the right, there is a clear shot into 
a closet.
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PHOTO 5
I was excited to take multiple scans at 
increasing elevation. However, plotting 
these scans one atop another gave me 
a less interesting plot. Looking at 3-D 
data in 2-D doesn’t cut it! 

FIGURE 1
Here is an attempt to show a 
particular point of references by both 
the Spherical and Cartesian coordinate 
systems.  The Spherical system uses 
two angles and a distance. The 
Cartesian system uses three distances 
along three perpendicular axes.
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 •  I/O Virtualization and System Acceleration in Power8           IBM
FPGAs
•  Xilinx 16nm UltraScale+ MPSoC and FPGA Families                                                                                                  Xilinx
•  Stratix 10: Altera’s 14nm FPGA Targeting 1GHz Performance                                                                                    Altera
•  Toward Accelerating Deep Learning at Scale Using Specialized Logic                                              Microsoft Research

GPUs
•  MIAOW – An Open Source GPGPU                     University of Wisconsin
•  AMD’s next Generation GPU and Memory Architecture                         AMD
• The ARM Mali-T880 Mobile GPU                         ARM

 Applications
•  Professional H.265/HEVC Encoder LSI Toward High-Quality 4K/8K Broadcast Infrastructure                                     NTT
•  Ultra-Low-Light CMOS Biosensor Helps Tackle Infectious Diseases                                                                       Anitoa
•  Five-Speed PHY Enables 2.5Gbps and 5Gbps Ethernet Rates Over Legacy Copper Cables      Aquantia

Keynote 2        The Road to 5G                                       Matt Grob,  CTO Qualcomm

 Processors
• Knights Landing: 2nd Generation Intel “Xeon Phi” Processor,                                                          Intel
•  Intel “Xeon” Processor D: The first Xeon Processor Optimized for Dense Solutions                   Intel
•  Raven: A 28nm RISC-V Vector Processor with Integrated

                       Switched-Capacitor  DC-DC Converters and Adaptive Clocking               UC Berkeley
•  Intel Atom-X5/X7-8000 Series Processors, Codenamed Cherry Trail                                         Intel

Tutorial 1:  Deep Learning                                                            University of Montreal
• Architectures, Algorithms and Applications
•  Common SoftwareTools, Research Questions, Outlook
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www.warthman.com
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point in space. Azimuth is most often associated 
with a compass reading, which is referenced to 
magnetic north. A negative azimuth or angle 
would be to the left of reference and to the 
right the azimuth would be positive. If you went 
either left –180° or right 180°, you would end 
up at the same place directly to the rear of the 
reference. If you continued in both directions 
back to the reference you would have traveled 
either –360° or +360° back to where you 
started. You could measure the distance to any 
object in your vicinity by turning toward that 
object and noting the compass azimuth, and 
then noting how many paces (steps) from home 
base (where you started) to the object. Anyone 
knowing where home base was, could in turn 

use a compass to turn toward your azimuth and 
step off your pace count to locate your object.

This idea of angle and distance can be 
extended into 3-D space where a second angle 
is added, elevation. With elevation, the same 
rules apply as with azimuth. We begin with 
some reference, with azimuth the reference 
was magnetic north, with elevation we can use 
eye level, the height of your eye (or the sensor) 
above and level with the ground. Any elevation 
above level is considered a positive angle. 
Below level would be a negative elevation 
angle.  From a point of reference, all other 
points can be specified using an azimuth angle, 
an elevation angle, and a distance. The angles 
define a direction from the reference point at 
the center of a sphere to some point on the 
sphere. Distance defines the radius of that 
sphere. Of course, both angles and distances 
do not need to be whole numbers.

The Cartesian coordinate system is based 
on three perpendicular axis normally labled x, 
y , and z. The point where the three axes meet 
is the reference point. The reference point is 
zero for each axis with distances along each 
axis extending both in a positive direction 
and a negative direction. Like the Spherical 
coordinate system, the Cartesian coordinate 
system requires three values to define a 
point (see Figure 1). However, the Cartesian 
coordinate system uses no angles, just distance 
measurements along each of the three axes. 
Imagine that each axis is a ladder and you 
must climb each ladder and look for the point 
using top and bottom blinders perpendicular 
to ladder. The value for that axis is how far up 
the ladder you had to go (positive or negative) 
until you were able to get the point in your 
narrow field of view. These three distances 
define the point in space. Any point in space 
has coordinates in each coordinate system. 
And thanks to trigonometry, we can convert 
from one system to the other. 

My application in Liberty Basic has built-
in sin/cos functions, so a simple function can 
be called to convert each measurement (see 
Listing 1). Three more arrays hold these x, y, 
and z values and the file function now saves all 
six values: azimuth, elevation, distance(ft), x, 
y, and z (see Listing 2).

While I could have saved just the azimuth, 
elevation, and distance, and calculated the 
x, y, and z externally, having all six values 
in the file makes it more meaningful when 
you look through the data. Now I needed just 
one additional step: prepare the data to be 
accepted via the import function of some 
CAD application. I chose Sketchup Make, a 
free application by Trimble Navigation. After 
searching for a little background on the 
Internet for some info on the format of the 
DXF1 file, I was able to prepare a small frame 

LISTING 1
This routine translates data from the Spherical to Cartesian Coordinate System.

[AngleDistanceElevationToXYZ]
    ‘ x axis front to back
    x=cos(Elevation/57.29577951) * 
sin(Azimuth/57.29577951) * Distance
    ‘ z axis ear to ear
    z=sin(Elevation/57.29577951) * Distance
    ‘ y axis head to toe
    y=cos(Elevation/57.29577951) * 
cos(Azimuth/57.29577951) * Distance
    return

LISTING 2
Here we see a few records of the data file saved, which hold reference points as measured and translated 
from the Spherical to Cartesian Coordinate System.

…
-90, 0, 5.01,  -5.0820000,   0.0000000,   0.0000000
-89, 0, 4.93,  -4.9492461,  0.0863894,   0.0000000
…

circuitcellar.com/ccmaterials
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PHOTO 6
This photo of SketchUp is displaying 
a DXF import of my converted 
coordinates from the LIDAR-Lite. The 
camera perspective allows the user to 
move in, out, and around the plotted 
data. It was very satisfying to fly into 
the plot and feel like I knew where I 
was. 

work of some basic information where I could 
insert some line segments. The DXF format for 
a line drawn between two points is as follows:

0
LINE
8
0
10
-5.082
20
0
30
0
11
-4.9492461
21
0.0863894
31
0

Each section starts with a group code 0 
followed by the name of the entity, in this 
example, LINE. Next is the group code 8 followed 
by the name of the layer, 0. Next are the x, y, z 
coordinates for each end point. Each group of 
coordinates for each vertex is preceded by an 
identifier. The first vertices are identified with 
10, 20, 30 for (x1, y1, z1). The second identifiers 
are 11, 21, and 31 for (x2, y2, z2). Just repeat 
this pattern for each line segment and place 
that in the minimum template.

Again, it was back to Liberty Basic to build a 
translation application to read in the outputted 

coordinate file and produce a DXF file. I produce 
a line segments for pairs of coordinates (first 
and second, second and third, third and fourth, 
etc.) for each scan (elevation). When the file 
was imported into SketchUp, it did a file check 
and reported 10,080 line segments. The plot 
displayed in SketchUp is very dynamic, in 
that you can use the tools provided to move, 
pan, and zoom the viewer’s perspective from 
anywhere. Photo 6 hardly does it justice. 

EXPLORING MORE
You never know what direction a little 

experimentation will take you. I didn’t think I 
would be talking about converting coordinates 
and creating 3-D images when I first began. 
There are plenty other avenues that deserve 
more exploration. The open interface of LIDAR-
Lite begs for more touching. We might choose 
to look at changing registers to lengthen the 
sampling window (for more distant target 
recognition). What about locating multiple 
targets from multiple echoes received within 
a sampling? Are you interested in measuring 
the speed of objects? In case you didn’t notice 
earlier, LIDAR-Lite can return speed (register 
0x68) based on the time between successive 
measurements.

It seems I have just scratched the surface 
of this device. I hope you will take what I’ve 
presented and run with it down your own path. 
I believe this is one of those products that will 
have a large impact on what comes next.  What 
say you?  

ABOUT THE AUTHOR
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TEST YOUR EQ 
Contributed by David Tweed 

ANSWER 1—In normal operation, M2 is switched on first, and current 
flows through it and L1, charging the inductor with magnetic energy. 
When M2 switches off and M1 switches on, the current continues to 
flow through L1, discharging its stored energy.

Now, if M1 weren’t there, the circuit would still work, because the 
discharge current would still flow through D1. However, once L1’s 
current drops to zero, the diode would block any further flow — this 
is known as “discontinuous conduction mode”. Whereas, with M1 
present, the current flow can actually reverse. In other words, with 
active (synchronous) rectification, the converter can both source and 
sink current at its output. This is known as “continuous conduction 
mode.” This means that the relationship between the input voltage 
VA and the output voltage VB is only a function of the duty cycle of 
the switching: VB = VA(TM2/Tperiod).

ANSWER 2—Yes, as mentioned above, it can indeed sink current. 
When the current in L1 goes negative, the current flows through M1 
to ground as long as M1 is on. But when M1 switches off and M2 
switches on, this forces current back toward VA and C2, until the 
voltage across L1 causes the current to ramp back up to zero and 
then positive again.

ANSWER 3—Here is the corresponding diagram for a “boost” 
converter:

In normal operation, M1 switches on first, charging L1 with magnetic 
energy. Then, M1 switches off and M2 switches on, allowing the 
stored energy to discharge into C2. The remarkable thing about this 
diagram is that it is an exact mirror image of the buck converter!

ANSWER 4—Again, with the boost converter, we could eliminate M2 
and allow D2 to do the output switching, but M2 allows current to 
flow either way during the discharge phase. And just like with the 
buck converter, this means that the input-output voltage relationship 
becomes a function of only the switching duty cycle: VA = VB(Tperiod/
TM2.

Note that this is a simple rearrangement of the terms in the 
equation for the buck converter—in other words, it’s the same 
equation. This tells us that regardless of which way the power is 
flowing, the relationship between VA and VB is simply a function of 
the switching duty cycle.

So, to turn this into a concrete example, if the PWM control is set 
up so that M2 is on 5/12 = 42% of the time, you could apply 12 V at 
VA and get 5 V out at VB, or you could apply 5 V at VB and get 12 V 
out at VA!

One final note about regulation: This circuit provides a specific 
ratiometric relationship between the two voltages that is based on 
the duty cycle of the switching. If the input voltage is unregulated, 
but you want a regulated output voltage, then you need to provide 
a mechanism that varies the duty cycle of the switch in order to 
cancel out the input variations. Note that this control could be based 
on measuring the input voltage directly (feedforward control) or 
measuring the output voltage (feedback control).

If you’re going to build a practical bidirectional power converter 
with regulation, you’ll have to pay extra attention to how this control 
mechanism works in both modes of operation.

The answers to the EQ problems that appeared in  
Circuit Cellar 300 (July 2015).

www.circuitcellar.com/subscription
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ACROSS
2. X
3. Point of minimum amplitude
8. 6.0221415 × 1023 atoms/mole
9. Covert a digital signal back to an analog signal
10. Founded MIT in 186
14. Non-rotating part of an electric motor
16. A half-byte
17. M/V
18. Vacuum tube with four elements
20. The steepness or severity of a filter's attenuation [two 

words]
21. Uniform propagation of energy in all directions

CROSSWORD 
The answers will be available at circuitcellar.com/category/crossword/

AUGUST 2015

1

2

3 4

5 6 7

8

9

10

11

12 13 14

15 16 17

18

19

20

21

EclipseCrossword.com

DOWN
1. The loss of a single bit in a digital word [two words]
4. Poor solution
5. A figure-eight polar pattern
6. Signal exchange to start or finish a function
7. A line of conductive material on a PCB
11. FET in which the gate consists of a p-n junction
12. 1,000,000,000,000,000,000,000,000
13. Nonet
15. Analog television system
17. Set limits
19. Fe

www.circuitcellar.com/category/crossword
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Building ever-smarter technology, we perpetually require 
more sensors to collect increasing amounts of data for our 

decision-making machines. Power and bandwidth constraints 
require signals from individual sensors to be aggregated, 
fused and condensed locally by sensor hubs before being 
passed to a local application processor or transmitted to the 
cloud.

FPGAs are often used for sensor hubs because they handle 
multiple parallel data paths in real time extremely well and 
can be very low power. ADC parallel interfaces and simple 
serial shift register interfaces are straightforward to imple-
ment in FPGA logic. However, interfacing FPGAs with more 
complex serial devices—which are becoming more common 
as analog and digital circuitry are integrated—or serializing 
collected data is often 
less straightforward. 
Typically, serial interfa-
ces are implemented in 
FPGA fabric as a state 
machine where a set of 
registers represents the 
state of the serial in-
terface, and each clock 
cycle, logic executes depending on the inputs and state re-
gisters. For anything but the most trivial serial interface, the 
HDL code for these state machines quickly balloons into a 
forest of parallel if-elseif-else trees that are difficult to un-
derstand or maintain and take large amounts of FPGA fabric 
to implement. Iterating the behavior of these state machines 
requires recompiling the HDL and reprogramming the FPGA 
for each change which is frustratingly time consuming.

Custom soft cores offer an alternate solution. Soft cores, 
sometimes known as IP cores, are not new in FPGA deve-
lopment, and most FPGA design tools include a library of 
cores that can be imported for free or purchased. Often these 
soft cores take the form of microcontrollers such as the Cor-
tex M1, Microblaze, lowRISC, etc., which execute a program 
from memory and enable applications to be implemented as 
a combination of HDL (Verilog, VHDL, etc.) and procedural 
microcode (assembly, C, C++, etc.).

While off-the-shelf soft core microprocessors are overkill 
and too resource intensive for implementing single serial in-
terfaces, we can easily create our own custom soft cores 
when we need them that use fewer resources and are ea-
sier to program than a state machine. For the purpose of 
this article, a custom soft core is a microcontroller with an 
instruction set, registers, and peripheral interfaces created 
specifically to efficiently accomplish a given task. The soft 
core executes a program from memory on the FPGA, which 
makes program iteration rapid because the memory can be 
reprogrammed without resynthesizing or reconfiguring the 
whole FPGA fabric. We program the soft core procedurally in 
assembly, which mentally maps to serial interface protocols 
more easily than HDL. Sensor data is made available to the 
FPGA fabric through register interfaces, which we also define 

according to the needs of our application.
Having implemented custom soft cores many times in 

FPGA applications, I am presently developing an open-source 
example/template soft core that is posted on GitHub (https://
github.com/DanielCasner/i2c_softcore). For this example, I 
am interfacing with a Linear Technology LTC2991 sensor that 
has internal configuration, status, and data registers, which 
must be set and read over I2C (which is notoriously difficult 
to implement in HDL). The soft core has 16-bit instructions 
defined specifically for this application and executes from 
block ram. The serial program is written in assembly and 
compiled by a Python script. I hope that this example will 
demonstrate how straightforward and beneficial creating 
custom soft cores can be.

While I have been 
discussing soft cores 
for FPGAs in this article, 
an interesting related 
trend in microproces-
sors is the inclusion of 
minion cores, some-
times also called pro-
grammable real-time 

units (PRUs) or programmable peripherals. While not fully 
customizable as in FPGA fabric, these cores are very similar 
to the soft cores discussed, as they have limited instruction 
sets optimized for serial interfaces and are intended to have 
simple programs that execute independently of the applica-
tion to interface with sensors and other peripherals. By free-
ing the main processor core of direct interface requirements, 
they can improve performance and often simplify develop-
ment. In the future, I would expect more and more MCUs to 
include minion cores among their peripherals.

As the amount of data to be processed and efficiently re-
quirements increase, we should expect to see heterogeneous 
processing in FPGAs and microcontrollers increasing and be 
ready to shift our mental programming models to take ad-
vantage of the many different paradigms available.

Trends in Custom Peripheral Cores for 
Digital Sensor Interfaces

While off-the-shelf soft core microprocessors are overkill 
and too resource intensive for implementing single serial 
interfaces, we can easily create our own custom soft cores 
when we need them that use fewer resources and are 
easier to program than a state machine. 
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